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FlowVision – What I See is 

What I Understand. 

 Так мы его задумали Ship “Elbrus” – powered by FlowVision  
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Main application areas 
 

• Fluid-structure-interaction 

• External & internal aerodynamic  

• Turbo machinery  

• Multi-phase flows  

• Aerodynamic shape optimization 

FlowVision – general purpose CFD code 
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FlowVision key features 

• Fully automatic generation of a mesh with local dynamic adaptation 

• Resolution of boundary layers, no restricted by the surface complexity 

• Simulating strong fluid-structure interaction 

• Simulating multiphase fluid motion with contact surfaces 

• A wide range of physical models (turbulence, mass transport, chemistry, burning, 

dispersed phase) 

• Calculations on modern supercomputers with heterogeneous parallelism (> 10 000 

cores,> 100 mln cells) 
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Subgrid Geometry Resolution is key point of FV technolgies 

• Boolean subtraction of object 

volume from initial mesh 

• Rectangular initial non-uniform 

mesh 

• Shape imported as facet B-rep 

(STL, WRL) 

• Cell is arbitrary polyhedron 
Finite-volume approach is 

used to approximate 

equations on this mesh 
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Local Dynamic Mesh Adaptation  

Slide № 5 

• to raise simulation accuracy by resolving high gradients of flow variables   

• to save computer resources using fine meshes in places where they are need 

Dynamic adaptation due to a velocity gradient Dynamic adaptation near surfaces 
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Resolving boundary layer by prismatic mesh 

Creating special chimera (overset) mesh near surface to take into account thin viscosity 
boundary layers to simulate accurately drag force 
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High performance computing 

• Distributed-memory computer model 

• Shared memory 

• Automatic domain decomposition 

• MPI architecture 

 
Formula-1 simulation on a cluster  

Cluster: 16 nodes, 4 cores/node, 2GB memory, 1.4GHz frequency, Myrinet 

Domain decomposition onto several 

processors  
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Benchmark M219, flow in cavern, 5.5 mln cells  

Using AST solver – acceleration in 2 times 

SLAE solving - Multigrid solver + Krylov-based solver GMRES 

AMG                      GMRES 

robast 

speed 

3k cell/core 
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core number 

6k cell/core 
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Client-Server Architecture 

Slide № 9 

• Windows user can work on Linux cluster without knowing Linux OS 

• Several users can simultaneously work with one FlowVision solver and 

share simulation results 

  

Linux or Windows CLUSTER 

http://www.dell.com/content/products/category.aspx/inspndt?c=us&cs=19&l=en&s=dhs
http://www.dell.com/content/products/category.aspx/inspndt?c=us&cs=19&l=en&s=dhs
http://www.dell.com/content/products/category.aspx/inspndt?c=us&cs=19&l=en&s=dhs


Открытая конференция ИСП РАН 2017 

Investigating the Problems of Ship Propulsion on a Supercomputer 

Слайд № 10 FlowVision 

Parallel visualization 

Parallel generation of  

Graphical Metadata  
Transmission of  

Graphical Metadata 

Graphical Metadata is a «feedstock»  

for drawing objects in post-processor  

Cluster PC computer 

Metadata collection 

Data processing needed for visualizing results (building color contours, isolines, plots, isosurfaces, …) 

may take long time when it is performed on one processor. FlowVision provides parallel 

postprocessing:  

• Required computations are performed on several processors   

• Minimum data volume is collected on the client machine 

 

 

Advantages of parallel visualization: 

• Number of cells may be arbitrarily big 

• Visualization is fast 

 

 

http://www.dell.com/content/products/category.aspx/inspndt?c=us&cs=19&l=en&s=dhs
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http://www.digitalmarine.net/
http://www.skbt.ru/index.shtml
http://sukhoi.superjet100.com/
http://sukhoi.superjet100.com/
http://www.teploobmennik.ru/
http://www.msu.ru/
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Advanced VOF method 

Slide № 12 

VOF (Volume Of Fluid) variable is the fraction of a cell occupied by fluid 1 

VOF=1 means that the cell contains only fluid 1 

VOF=0 means that the cell contains only fluid 2 

0<VOF<1 means that the cell contains the interface between fluid 1 and fluid 2 (“free surface” cell) 

High accuracy is achieved by solving the governing equations in the “free surface” cells. 
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Free surface in a cell is reconstructed using SGGR method 
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FlowVision is capable to simulate ship drag force with high accuracy (< 3%) 

Advanced VOF method 

Pressure distribution around hull 

Wave pattern around hull 
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Results of solving 2 problem on NRC by Kurchatov 
supercomputer: 

 
- azimuthal thrust  

- water flow around ship hull 
  

• The supercomputer has total processing power of 123 

TFLOPS (14 place in Russian Top50 – 2016) 

• utilizes standard Beowulf-like architecture: server-grade 

computational nodes and parallel file system are linked 

together using low-latency InfiniBand fabric.  

• The concrete parallel file system type is Lustre and it is 

used for input and output data placement, as well as for 

scratch storage during computations. 
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Simulation of Marine Propeller 

Azimuthing thruster (model in towing tank)  

Computational domain and main grid  

Distribution of y+ values on the propeller blade: 

on the left – main grid only; on the right – main 

grid and OBL 
• Good grid convergence was achieved 

with total number of main grid cells 

2.05 M and 0.95 M of OBL grid cells. 

• Simulation runs were carried out in 

model scale with constant number of 

revolutions 25 rpm and various inlet 

velocities.  
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Propeller Simulation – the Main Results 

Open water curves of AT and CFD results  
Experimental and CFD open water curves of AT 

(as a single complex) are very close. 

Characteristics of the components do not 

converge so well. But it can be explained by 

differences between experimental and CFD 

methods of subdivision AT’s forces into 

components.  

– thrust, moment and efficiency 

coefficients KT, KQ and η0 

correspondently versus advance 

coefficient J  
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Simulation of Hull Flow 

Hull lines of the KCS  

Computational domain and main grid 

Visualization of the ship wave system (wave pattern):  

top – improved grid;  

bottom – grid with adaptation box  

•The KRISO Container Ship (KCS) is a well-

known benchmark case for which 

measurements have been made in Korea and 

Japan 

•Towing test of the fixed full-scale bare hull 

was simulated at speed of 24 knots (Fr = 0.26) 
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Hull Flow Simulation – the Main Results 

 CT ∙ 103 CF0 ∙ 103 CR ∙ 103 

EFD 2.107a 1.377 0.729 

CFD 2.140 1.377 0.762 

Error − 1.57% - − 4.53% 

 

Error level can be assessed against a 

background of the results of the Gothenburg 

2010 workshop, where 33 groups 

participated and computed one or more of 

the 18 test cases. The mean error for the 

towing cases in the fixed condition was 

below 2% of CT.  
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Scalability check FlowVision and the Supercomputer 
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Free code – virtual towing tank “VOBla” 

Open code, solver - FlowVision 
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Free code – virtual towing tank “VOBla” 
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VOBla – for internet, architecture 
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Start page of iVOBla 
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Project list of iVOBla 
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Parameters specification 
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Parameters specification-2 
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Before run on Supercomputer 
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Checking problem status (after run) 
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Результаты расчетов 
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Results 
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Conclusion 

• Using virtual towel tank we want to give to maritime engineers and designers simple way how to 

estimate propulsion characteristics of their developed or modified ship with high accuracy 

• Internet virtual towel tank gives to engineers also an access to supercomputer power – easy and 

fast to solve complex maritime problems. 

 


