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FlowVision  ï What I See is 

What I Understand.  

 ʊʘʢ ʤʳ ʝʛʦ ʟʘʜʫʤʘʣʠ Ship ñElbrusò ï powered by FlowVision   
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Main application areas  
 

Å Fluid -structure -interaction  

Å External & internal aerodynamic  

Å Turbo machinery  

Å Multi -phase flows  

Å Aerodynamic shape optimization  

FlowVision ð general purpose CFD code  
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FlowVision key features  

ÅFully automatic generation of a mesh with local dynamic adaptation  

ÅResolution of boundary layers, no restricted by the surface complexity  

ÅSimulating strong fluid -structure interaction  

ÅSimulating multiphase fluid motion with contact surfaces  

ÅA wide range of physical models (turbulence, mass transport, chemistry, burning, 

dispersed phase)  

ÅCalculations on modern supercomputers with heterogeneous parallelism (> 10 000 

cores,> 100 mln  cells)  
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Subgrid  Geometry Resolution is key point of FV technolgies  

Å Boolean subtraction of object 

volume from initial mesh  

Å Rectangular initial non -uniform 

mesh  

Å Shape imported as facet B -rep 

(STL, WRL) 

Å Cell is arbitrary polyhedron  
Finite -volume approach is 

used to approximate 

equations on this mesh  
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Local Dynamic Mesh Adaptation  

Slide ˉ 5 

Å to raise simulation accuracy by resolving high gradients of flow variables   

Å to save computer resources using fine meshes in places where they are need  

Dynamic adaptation due to a velocity gradient  Dynamic adaptation near surfaces  
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Resolving boundary layer by prismatic mesh  

Creating special chimera (overset) mesh near surface to take into account thin viscosity 
boundary layers to simulate accurately drag force 
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High performance computing  

Å Distributed-memory computer model 

Å Shared memory 

Å Automatic domain decomposition 

Å MPI architecture 

 
Formula -1 simulation on a cluster  

Cluster:  16 nodes, 4 cores/node, 2GB memory, 1. 4GHz frequency, Myrinet  

Domain decomposition onto several 

processors  
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Ideal acceleration

FlowVision

Solver Scalability  

Cluster  
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Benchmark M219, flow in cavern , 5.5 mln  cells   

Using AST  solver ï acceleration in 2 times  

SLAE solving - Multigrid solver + Krylov -based solver GMRES  

AMG                      GMRES 

robast  

speed  
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core number  

6k cell/core  
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Client - Server Architecture  

Slide ˉ 9 

Å Windows user can work on Linux cluster without knowing Linux OS 

Å Several users can simultaneously work with one FlowVision  solver and 

share simulation results 

  

Linux or Windows CLUSTER  

http://www.dell.com/content/products/category.aspx/inspndt?c=us&cs=19&l=en&s=dhs
http://www.dell.com/content/products/category.aspx/inspndt?c=us&cs=19&l=en&s=dhs
http://www.dell.com/content/products/category.aspx/inspndt?c=us&cs=19&l=en&s=dhs
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Parallel visualization  

Parallel generation of  

Graphical Metadata  
Transmission of  

Graphical Metadata  

Graphical Metadata is a çfeedstockè  

for drawing objects in post-processor  

Cluster  PC computer  

Metadata collection  

Data processing needed for visualizing results (building color contours, isolines, plots, isosurfaces, é) 

may take long time when it is performed on one processor. FlowVision  provides parallel 

postprocessing:  

Å Required computations are performed on several processors   

Å Minimum data volume is collected on the client machine 

 

 

Advantages of parallel visualization:  

Å Number of cells may be arbitrarily big 

Å Visualization is fast 

 

 

http://www.dell.com/content/products/category.aspx/inspndt?c=us&cs=19&l=en&s=dhs
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http://www.digitalmarine.net/
http://www.skbt.ru/index.shtml
http://sukhoi.superjet100.com/
http://sukhoi.superjet100.com/
http://www.teploobmennik.ru/

