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Abstract. Process mining offers various tools for studying process-aware information systems.
They mainly involve several participants (or agents) managing and executing operations on the
basis of process models. To reveal the actual behavior of agents, we can use process discovery.
However, for large-scale processes, it does not yield models, which help understand how agents
interact since they are independent and their concurrent implementation can lead to a very
sophisticated behavior. To overcome this problem, we propose interface patterns, which allow
getting models of multi-agent processes with a clearly identified agent behavior and interaction
scheme as well. The correctness of patterns is provided via morphisms. We also conduct a
preliminary experiment, results of which are highly competitive compared to the process
discovery without interface patterns.
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1. Introduction

Process mining is the relatively new direction in studying process-aware information
systems. They include information systems managing and executing operational
processes, which involve people, applications and information resources through
process models [1]. Examples of these systems include workflow management
systems, business process management systems, and enterprise information systems.

IThis work is supported by the Basic Research Program at the National Research University
Higher School of Economics and Russian Foundation for Basic Research, project No.16-01-
00546.
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The underlying interactions among participants (also called agents) of process-aware
information systems are intrinsically distributed multiagent systems. An agent acts
autonomously, but it can interact with the others via shared resources, restrictions,
and other means. Process mining helps to extract a model of this system for further
study from a record of its implementation called an event log. However, extracted
models are hard for analysis since there might be complex interactions among process
participants the number of those can be significant.

In this paper, we propose a compositional approach to address this problem. Given
an event log of a distributed system, we can filter it by agents and mine a model of
each agent. Then, agent models can be composed to get a complete model of a multi-
agent distributed system, which might be simulated. Composing agent models allows
us to obtain more structured models compared to models extracted from complete
logs since the behavior of an agent can be clearly identified. We compose agent
models via interface patterns, which describe how they intercommunicate. This
approach was presented at TMPA-2017 [2], the conference proceedings will be
available later. The formal proof of the composition correctness is based on using net
morphisms [3]. Moreover, interface patterns allow us to inherit deadlock-freeness and
proper termination from agents by construction.

We conduct a preliminary experiment on using one interface pattern for mining multi-
agent models. The outcomes are evaluated with the help of conformance checking
quality dimensions [1, 4] and complexity metrics proposed in [5].

This paper is structured as follows. The next section provides an overview of process
discovery and compositional approaches. In Section 3 we introduce basic terms which
are used in the paper. Section 4 shows a general description of the compositional
approach to process discovery. Section 5 briefly introduces how we compose agent
models using interface patterns and net morphisms. In Section 6 we describe the
preliminary experiment and analyze results.

2. Related Work

There exist three types of process mining, namely discovery, conformance, and
enhancement. Process discovery produces a process model out of an event log — a
record of implemented activities. Existing discovery approaches can yield a model in
a variety of notations including Petri nets, heuristic nets, process trees, BPMN, and
EPC. Petri nets are the most widespread process model representations discovered
from event logs. Conformance checking is used to check whether a discovered model
corresponds to an input event log and to identify probable deviations. The main idea
of enhancement is to improve existing processes using knowledge of actual processes
(usually denoted AS-IS) obtained from event logs.

Process discovery offers several methods to be used for constructing models from
event logs. One of the first and the most straightforward discovery approach is a-
algorithm, which identifies ordering relations among activities in logs, but it has
severe usage limitations connected with cycles and the overall quality of obtained
models [1]. It has several refined versions and improvements, for example [6], but
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there are other more sophisticated and efficient discovery algorithms. S. Leemans et
al. [7] has proposed inductive miner allowing to extract process models from logs
containing infrequent or incomplete behavior as well as dealing with activity lifecycle
when there are separate actions of start and finish for each activity. Apart from that,
inductive miner always produces well-structured models in the form of Petri nets.
HeuristicsMiner is another process discovery algorithm proposed by A. Weijters et
al. [8]. It can process event logs with a lot of noise (excessive activities) and also deals
with infrequent process behavior. HeuristicsMiner uses intermediate casual matrices
and produces heuristics net, which can easily be converted into Petri nets and applied
for other notations including EPC, BPMN, and UML. S. van Zelst et al. [9] proposed
the approach to process discovery based on integer linear programming and theory
of regions. Their algorithm can produce Petri nets with complex control flow
patterns, and its recent improvements guarantee the structural correctness of
discovered models. C. Gunther and W. van der Aalst have proposed adaptive fuzzy
mining approach [10] to deal with unstructured processes extracted from event logs
since they can produce different abstractions of processes distinguishing “important”
behavior.

Since state-of-the-art process discovery algorithms can deal with complex process
behavior, the other problem is to obtain models that are appropriate concerning their
structure. A good process model is readable and well-structured, i.e. there is no
redundant elements or unnecessary structural complications. There is a so-called
continuum of processes ranging from highly structured processes (Lasagna models)
to unstructured processes (Spaghetti models) [1]. The problem of obtaining well-
structured models is extensively studied in the literature. Researchers offer different
techniques to improve model structure [11], and to produce already well-structured
process models [12, 13, 14]. In the case of multi-agent and distributed systems using
well-structured models should also allow us to identify agent behavior clearly for the
model understandability improvement.

We suggest discovering models of agents independently and then composing them
together to produce a structured multiagent system model with the clearly visible
behavior of each agent. Several compositional approaches for process discovery have
been proposed. In [15] A. Kalenkova et al. have shown how to obtain a more readable
model from an event log by decomposing extracted transition systems. A special
technique to deal with cancellations in process implementation and to produce clear
and structured process models which can contain cancellations have been studied in
[16]. Also, in [17] authors have proposed a technique for compositional process
discovery based on localizing events using region theory to improve overall quality
of discovered models.

Correct coordination of system components is an error-prone task. Their interaction
can generate complex behavior. The majority of process discovery tools produce Petri
nets, and a large amount of literature has investigated the problem of composing Petri
nets. They can be composed via straightforward merging of places and transitions
[18], but the composition result will not preserve component properties. One of the
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possible ways to achieve inheritance of component behavioral properties is to use
morphisms [19]. Special constructs for composing Petri net based on morphisms were
studied in [3, 20, 21]. The key idea of this approach is that distributed system
components refine an abstract interface describing the interactions between them. In
[22] 1. Lomazova has proposed a compositional approach for a flexible re-engineering
of business process by using a system of interacting workflow nets. There also exists
a several techniques for compositional synthesis of web services [23].

However, in [24] R. Hamadi and B. Benatallah have proposed an algebraic approach
to the regular composition of services. These compositional approaches do not let
specify the explicit order of inner behavior of two interacting components. This
situation is schematically represented in Fig. 1. Having two discovered component
models with always executable actions A and B, we want to require that they interact
in a way that A is implemented before B. This way of intercommunication is also
shown in the form of Petri net.

A

SSntes
Ty T

Modeling components

Interaction scheme

Fig.1. Defining relations on inner actions of components

In [2] we have proposed a solution to this problem and two other patterns for
composing two interacting components. The obtained composition inherits
properties, such as deadlock-freeness and proper termination, from components.

In this paper, we show how these patterns can be used for discovering a multi-agent
system model from an event log in a compositional way. Applying compositional
patterns allows us to obtain a more readable model improving time complexity due
to the parallelization of process discovery.

We can assess process models obtained from event logs against four standard quality
dimensions — fitness, precision, generalization, and simplicity [4]. Fitness identifies
how accurately an extracted model can replay a source event log. Precision indicates
a fraction of a behavior allowed by the model but not seen in the event log.
Generalization tries to measure the extent to which the model will be able to
implement the behavior of the process unseen so far in the log. Simplicity focuses on
assessing structural complexity alongside with other graph characteristics — a number
of elements and a structuredness measure [5].
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3. Preliminary Definitions

3.1. Petri Nets
We use Petri nets [18] to represent agent models and an interaction scheme called
interface.
Definition 1: A multiset m over a set S is a function m: S — NU{0}. Let m and mybe
two multisets, moSm iff VSES: mo(s)<m(s). Also, VSES: (m+mp)(s)=m(s)+mo(s) and
(m—mo)(s)=max(0, m(s), mo(s)).
Then, an ordinary set is a multiset in which distinct elements occur only once.
Definition 2: A Petri net is a bipartite graph N=(P, T, F, mo, L), where:

1. P={ps, p> ..., pn} — a finite non-empty set of places.

2. T={t, t5, ..., tn} — a finite non-empty set of transitions, PNT=Q.
3. F S(PxT)U(T*P)— a flow relation.

4. mp: P — NU{0} — a multiset over P, initial marking.

5

L: T — AU{t} — a labeling for transitions, where 7 is a name for silent
transitions.

Pictorially, places are shown as circles, and transitions are shown as boxes (silent
transitions are depicted by black boxes). A flow relation is depicted by directed arcs
(see Fig. 2).

Let X=PUT. We call a set x={y€X | (),x)EF} a preset of x and a set x’={y€X |
(x,y)EF} —a postset of x. Also "x’="xU x" is a neighborhood of x.

The behavior of Petri nets is defined by the firing rule, which specifies when an action
can occur, and how it modifies the overall state of the system.

A marking m: P — NU{0} enables a transition ¢, denoted m|¢), if ‘t1Sm. The ¢ firing at
m leads to m', denoted m[fym', where m'=m—"t+. When V(€T and VweT¥,
m[tw)ym'=m[tym"[w)m, w is then called a firing sequence. We denote a set of all firing
sequences of a net N as FS(N).

—~(

Fig.2. A Petri net with silent transitions

m-O

We call a marking m reachable from my if IWEFS(N): mo[t)m. A set of all markings
reachable from myis denoted by [myg). So, [m) is a set of all markings reachable from
m. A net N is safe if VpEP, VmoE€[mo): m(p)<l.
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A marking my is called final if Vp€my : p=@. A net N is deadlock-free if V€T
AmeE[myp): m[t) and m#my. A net N terminates properly if a final marking is reachable
from all reachable states Vm€[my): myE[m).

3.1. Event Logs

Process discovery techniques allow generating process models from event logs
containing information on executed actions. In a simple case, event logs may contain
actions names and a corresponding implementation order. We can augment this
record with a timestamp (when an action occurs) and executor (what agent
implements it).

Definition 3: Let IV be a set of action names and &€ be a set of agent names. An
activity is a triple (n, e, ), where n€NV', e€E, and ¢ corresponds to a timestamp. The
set of all activities is denoted by Act. A trace cEAct™ is a sequence of activities. An
event log L is a multiset over Act”, LEm(Act").

Different traces can be combined to form a case corresponding to a process
implementation scenario. XES is a standard representation format adopted by IEEE
[25] for logging events and processing them via process mining tools.

Table 1. A fragment of an event log

Trace ID  Action ID Timestamp Executor
Trace 1
t 2017-03-01T17:23:40  Agent 1
e 2017-03-01T19:12:05  Agent 2
Trace 2
e 2017-03-02T21:13:47  Agent 2
t 2017-03-04T21:14:40  Agent 1

4. Compositional Process Discovery

4.1. General Outline

To support the compositional discovery of models from event logs generated by
multi-agent systems, we assume a record of each action has a corresponding label of
an agent implementing it. The procedure of the compositional synthesis includes
several steps to be implemented:

1. Capturing a complete event log L from multi-agent system operation.

2. Filtering the event log L by agent labels and producing a set of event logs L.
(ILe|=|€)), each trace consists of actions implemented by e only.
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3. Discovering a model for each agent separately from the set of event logs L.;
4. Defining interface pattern which describes how agents intercommunicate;
5. Composing agent models and producing a multi-agent system model.

The step of defining interface pattern for agent interaction is implemented manually
so far. We rely on an expert view on how agents should intercommunicate.

4.2. Software Overview

A wide range of process discovery tools is implemented within the context of the
open-source project ProM [26] continuously improving nowadays. However, there
also exist many commercial tools using process mining approach to analyze and
improve business process. They include Disco [27], QPR ProcessAnalyzer [28],
myInvenio [29] to name but a few. Contrary to ProM, they provide more business-
related solutions for process performance analysis and further improvement.

To process event logs we use the advanced ProM plugin GENA [30] which allows to
generate event logs with timestamps and originator labels as well as to augment logs
with artificial events representing noise.

5. Composing Petri Nets via Interface Patterns

This section provides a brief introduction to our approach to Petri net composition
using interfaces and net morphisms.

5.1. Composing Petri Nets via morphisms
The notion of @-morphism on Petri nets was first introduced in [3] for elementary net
systems and can be applied for safe nets.
Definition 4: Let N;= (P;, T;, Fi, m{, L;) be two safe Petri nets for i=1,2. The o-
morphism is a total surjective map ¢@: N; — N: such that:

1. (p(Pj):Pz.

2. VHET: o(t)ET: = o(t)) ="0(t)) ANo(tr) =o0(t)".
3. VHET: ¢(t)EP: = ¢(tr") = {o(t)}.
4. Vpi€Pr: mi'(pr) > 0= mi(e(p1) = md'(p1).

Figure 3 helps to explain requirements 2 and 3 of the definition. i.e. how transitions
of N; can be mapped onto places and transitions of V..

To use morphisms for Petri net composition, we need to define morphisms from agent
nets towards an interface net, which describes how they intercommunicate. Then we
merge transitions having common labels and images. Figure 4 shows how two Petri
nets are composed via w-morphisms represented as dotted arrows.
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Mapping transition A onto transition A’ Mapping transition A onto place

Fig.3. Transition map options for w-morphism

Interface
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0 @ : i
....................... > A !
LA

; A
:/ \‘\ ‘\ 3
{ D| B| D
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Q

B

O

Composition

N

2

Fig.4. Composing two Petri nets via w-morphism

As it was proved in [19], the use of morphisms allows us to preserve properties of
interacting components in a composed process net. A composition obtained via ®-
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morphisms is deadlock-free and properly terminates iff source component nets and
interface net are deadlock-free and terminate properly as well.

5.2. Compositional Interface Patterns

To facilitate Petri net composition, we use compositional patterns for typical interface
we have proposed in [2]. One of such patterns called the simple causality is
schematically shown in Fig. 1, and Fig. 5 provides its instantiation. A pattern includes
component and interface net which might be merged according to the morphism
composition rules if there is a need to produce a model for comprehensive simulation.

o1 ®
S Q

+©+
+©+

O- @O

ife +
Jo 9

e
OO

Behaviour of agents Interface

Fig.5. Instantiating simple causality pattern
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It also has to be mentioned that to preserve concurrency in the implementation of
interacting agents we expand interface nets with additional places and transitions
keeping them weakly bisimilar with original interfaces. Consequently, extended
interfaces allow us to obtain composition results with the clearly identified behavior
of each component.

Figure 5(b) shows how we have expanded interface net for this pattern. We use
expanded interfaces only for our inner purposes. The end user does not need to know
the underlying theoretical aspects of our approach.

6. Some Experimental Evaluation

In this section, we describe a preliminary experiment on using the simple causality
pattern for compositional process discovery. To test our approach we use artificial
event logs obtained from the instantiated simple causality pattern. Then we also assess
quality metrics of discovered models and provide a balanced consideration.

6.1. Processing Event Logs

Using GENA and the composition result obtained from the instantiated simple
causality pattern (see Fig. 5) we have generated the event log with 3000 traces. Then
we have filtered the initial log by executors using ProM. The obtained event logs have
the characteristics presented in Table 2. Generation results for Agent A show bigger
values due to cycles.

Table 2. Characteristics of event logs

LogL LogLs LoglLs

Number of traces 3000 3000 3000
Number of events 58466 34466 24000
Events per trace (min) 17 9 8
Events per trace (max) 43 35 8
Events per trace (mean) 19 11 8

6.2. Discovering a System Model from Log L

Figure 6 shows the fragment of the Petri net discovered from the event log L using
Inductive Miner and ProM. The behavior of agents is distinguished by colors.
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Fig.6. The fragment of the system model discovered from L

This discovered model is quite well-structured (constructed out of clear blocks) but it
does not allow to identify the behavior of different agents. That is why, it is hard to
yield the complete picture of agent intercommunication scheme.

6.3. Discovering and Composing Models from Logs Laand Lg

Figure 7 shows the fragment of the composed Petri nets we have discovered from the
agent event logs L4 and Lp also using Inductive Miner and ProM. It has to be
mentioned that Petri nets discovered by Inductive Miner are always safe. Hence we
can apply the approach based on morphisms to compose separately discovered
models of agent behavior.

OO
OO OO -

@ *Q* " B [~ ..

Fig.7. The fragment of the composed system model discovered from L4 and Lp

The merged model allows us to identify the behavior of agents clearly and how they
intercommunicate. Using morphisms guarantees inheritance of properties such as
deadlock-freeness and proper termination of agents by the entire net.
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6.4. Analysis of the Experiment Results

ProM implementation of Inductive miner offers three configuration options:
1. event logs with infrequent behavior;

2. event logs with incomplete behavior;
3. event logs with lifecycle events (start/finish of events);
4. exhaustive k-successor algorithm.

We do not work with incomplete logs or with lifecycle logs for now. So, in our
experiment we have discovered models of system and agents shown in previous
subsections in accordance with options 1 and 4 and compared them using structural
process discovery metrics.

Table 3 provides the comparison of structural characteristics for the directly
discovered and composed system models. We have compared obtained models with
respect to the number of Petri net elements and structure metric which assess the
overall complexity of a model by breaking it into trivial constructs and assigning
weights to each reducing step. Models discovered with infrequent configuration are
denoted as INFR, models discovered with exhaustive configuration are denoted as
EXHS.

The experiment results show the increase in transition numbers because of adding
silent transitions. Compositional patterns obviously decrease a number of arcs,
compared to direct discovery, as long as we simplify agent intercommunication.
Composed models also preserve complex control flows as shown by structuredness
measure. Separately discovered agent models and their composition exhibit more
precise cycle discovery.

Table 3. Structural analysis of system models

Direct Composed
Source INFR EXHS INFR EXHS
Places 28 30 47 35 39
Transitions 27 44 46 40 41
Arcs 68 100 114 89 93
Structuredness 9360 240 496 872 1208

We have also conducted conformance checking for directly discovered and composed
models. As it was mentioned above, there are four standard quality dimensions,
namely fitness, precision, simplicity, and generalization. Simplicity is analyzed above
via structural analysis. We do not estimate generalization since there are no complex
cyclic or concurrent constructs to instantiate the simple causality pattern. Table 4
shows values obtained for fitness and precision of discovered and composed system
models.
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Table 4. Quality analysis of system models

Direct Composed
Source INFR EXHS INFR EXHS
Fitness 1,0000 1,0000 0,9684 1,0000 1,0000
Precision 0,6992 0,3631 0,5508 0,5629 0,6232

Both discovered and composed system models preserve the appropriate level of
fitness, the composition does not block its preservation. What is more important,
using compositional patterns produces models with precision nearer to that of the
source model compared to direct discovery results. Composed models approximately
30% more precise than discovered ones.

To sum up, we used the simple causality pattern to produce the model of the multi-
agent system. Assessment results showed that the composed models are highly
competitive with the models directly discovered from complete event logs in the
context of their relative structural complexity evaluations and conformance checking
results.

7. Conclusion and Future Work

In this paper, we have proposed the solution to the problem of discovering structured
models for the processes with several participants (agents). The key idea is to
automatically obtain the correct and complete process models from the separate
source models of its components. The interaction between agents is defined by
experts.

To prove the correctness of the composition we adopt the approach based on Petri net
morphisms. We refer to the compositional patterns proposed for the correct synthesis
of models for multi-agent processes. In the context of this work, we conducted the
preliminary experiment on using the simple causality pattern for constructing the
complete model from discovered agent models. The analysis of experimental results
(conformance and complexity) showed that composed models are highly competitive
compared to the models obtained directly. Moreover, our compositional approach to
process discovery allows producing models with the clearly identified behavior of
interacting agents.

We aim to continue developing of compositional patterns for typical interfaces and
providing experimental process discovery implementations for them using also real-
live event logs. Also, we will proceed with complex synchronization patterns with
relations on action sets and their correct combinations.
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ABTOMaTU3NPOBaHHbIA KOMNO3ULIMOHANbLHbLIA CUHTE3
Mogfernen pacnpeneneHHbIX CUCTEM C MOMOLLbIO
naTTepHoOB MHTepdencoB

P.A. Hecmepos <ranesterov@edu.hse.ru>
U A. Jlomaszosa <ilomazova@hse.ru>
Hayuno-yuebnas nabopamopus npoyeccHo-opueHmupo8anHbix
ungopmayuonnvix cucmem (IIOUC),
Hayuonanenwiii ucciedosamenvekuil yHusepcumen « Bolcuias wkona 9KOHOMUKUY
101000, Poccus, e. Mocksa, yn. Macuuykas, 0. 20

AnHoramusi. CpeacTBa M METOJBI Process mining IO3BOJAIOT HCCIENOBATH pa3lIMYHEIC
aCHEKTbI MPOLECCHO-OPHEHTHPOBAHHbBIX HH()OPMALMOHHBIX cucTeM. Kak mpaBuio, B pamMkax
TaKMX CHCTEM HECKOJBKO HCIOJHHUTENEH (areHTOB) B3aMMOAEHCTBYIOT APYT C JIPYTOM.
IToBeneHne areHToB, a TaKKE MEXAaHW3MBbl UX B3aHMOJEHCTBHUS OMHCBHIBAIOTCS C IOMOIIBIO
MoJereil nponeccoB. s MOJETHPOBAHUS MPOLECCOB MBI IIPUMEHSIEM OOBIKHOBEHHEBIE CETH
Ilerpu. Anroputmsl process discovery IIO3BOJISTIOT BOCCTAHOBHTh MOJEIH PEATHLHOTO
TIOBE/ICHUS areHTOB U3 XypHana COOBITHH cucteMbl. OHAKO B CIIy4ae MACIITAOHBIX CHCTEM
aHaIM3 B3aUMOJCUCTBUS KaK IOBEJCHUS OTHAENIbHBIX ar€HTOB, TaK U BCCH CHCTEMBI B LIEIOM
3aTPYAHHUTEINICH, TaK KaK MOJIy4aeMble MOJENH KPYITHOMACIITaOHBIX CUCTEM B OOJIBIIMHCTBE
CllyyaeB KpalHe TI'pOMO3AKHME M IUIOXO 4uTaeMble. [l pemeHus 3TO mpoOieMbl Ml
HpeJIaraeM MCIoJIb30BaTh TaK HA3bIBACMbIE NMATTEPHBI HMHTEP(HENHCOB, KOTOPBIC ONUCHIBAIOT,
KaK areHTbl B3aMMOJEHCTBYIOT Apyr ¢ apyroM. C HUX MOMOIUBIO TOJHAas MOJENb
MYJIBTHAr€HTHOI CHCTEMBI MOXKET OBITH ITOJIydeHa ITyTeM KOMIIO3UIMU OTACIBHBIX MOJEINeH
areHToB. KpoMme TOro, mMozenu MyJIbTHAr€HTHBIX CHUCTEM, HMOCTPOCHHBIC C IIPUMECHEHUEM
MaTTEePHOB HHTEP(HEHCOB, MO3BOISET JIETKO HACHTU(PUIMPOBATH IOBEICHUE KAKIOTO
OTHENBHOTO areHTra. B memsix oOecreueHuss KOPPEKTHOCTH IIPHMEHEHUS IaTTEPHOB
UHTEp(EHCOB MBI MPUMEHSEM CIICLUAIbHbIE KOHCTPYKIMH Ha ceTsix [letpu — MophU3MBbL.
Pesynpratsl sKcriepuMeHTa MO NMPUMEHEHHUIO MaTTepHa Ul KOMITO3MI[MOHAIBHOTO CHHTE3a
MOJIENU MYJIbTHAar€HTHOH CUCTEMBI, IPECTABIECHHbIE B pab0Te, OKa3aIl MPUPOCT OCHOBHBIX
METPUK KayecTBa IO CPABHEHHIO C MOJEISIMH, MOTyYaeMbIMU C MOMOILBIO CTaHAAPTHOTO
noaxoza process discovery.

KaroueBbie ciaoBa: cern Iletpy; marTtepHbl MHTEpEHCOB; CHHXPOHH3AIMS; KOMITO3HIVS
MOP(}U3MBI; U3BJIEUEHHE MPOIIECCOB; MYIbTHAr€HTHBIE CUCTEMBI; PACIIPE/ICTIEHHbIE CUCTEMBIL.
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