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Abstract. Market surveillance systems, used for monitoring and analysis of all transactions in
the financial market, have gained importance since the latest financial crisis. Such systems are
designed to detect market abuse behavior and prevent it. The latest approach to the development
of such systems is to use machine learning methods that largely improve the accuracy of market
abuse predictions. These intelligent market surveillance systems are based on data mining
methods, which build their own dependencies between the variables. It makes the application
of standard user-logic-based testing methodologies difficult. Therefore, in the context of
intelligent surveillance systems, we built our own model for classifying the transactions. To
test it, it is important to be able to create a set of test cases that will generate obvious and
predictable output. We propose scenarios that allow to test the model more thoroughly,
compared to the standard testing methods. These scenarios consist of several types of test cases
which are based on the equivalence classes methodology. The division into equivalence classes
is performed after the analysis of the real data used by real surveillance systems. We tested the
created model and discovered how this approach allows to define its weaknesses. This paper
describes our findings from using this method to test a market surveillance system that is based
on machine learning techniques.
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1. Introduction

1.1 Market surveillance systems

Electronic trading platforms have become an increasingly important part of the
financial market in recent years. They are obligated to take legal responsibilities [1],
[2] and correspond to the law and the regulatory requirements. Therefore, all market
events in the contemporary electronic trading platforms are monitored and analysed
by market surveillance systems.

Such systems are designed to detect market abuse behavior and prevent it. Their main
goals are detection and prevention of such market abuse cases as insider trading,
intentional and aggressive price positioning, creation of fictitious liquidity, money
laundering, marking the close, etc. [3]. Different data mining methods are used for
improving the quality of the surveillance systems’ work [4], [5], [6], [7], [8], [9].

1.2 Quality assurance for market surveillance

The standard quality assurance (QA) methods and technologies seem to be powerless
in regard to machine learning (ML) applications. C. Murphy, G. Kaiser, M. Arias
even introduced a concept of "non-testable" applications [10]. From the QA
perspective, we do not have to test whether an ML algorithm is learning well, but to
ensure that the application uses the algorithm correctly, implements the specification
and meets the users’ expectations. In this paper, we employ the term “testing” in
accordance with the QA theory.

It is clear that a sufficient input data set is needed for high-quality testing coverage.
Furthermore, the testing data set should be as close as possible to the real data or
should even be real. So, which approach should be used for creating data to verify the
implementation of an ML-algorithm more fully?

We can test a market surveillance system in the following ways:

e by creating test cases which are based on the knowledge of the business rules
from the specification. Such test data are similar to the real users’ behaviour;

e by generating various datasets which contain different combinations of
variable.

Both variants are suitable for the surveillance systems that use standard control flows,
like loops or choices. For standard systems, there is a set of rules, which allows getting
a clear output result for specific input data. When it comes to intelligence systems, it
is not normally obvious what will happen as a result of certain input because an ML
algorithm builds its own dependencies between the variables and human
interpretation of such dependencies is impossible. Because of this, it is important to
be able to create a set of test cases that will generate obvious and predictable output.
Therefore, the second approach to generating the test data allows for the creation of
output that is easily interpretable.
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1.3 Contribution

This paper introduces the following contribution:

e creating a model for classifying the transactions. This model can be used for
the detection of market manipulations;

e test cases generation for defining the weaknesses of the created model. The
test cases are based on the equivalence classes;

e testing the prototype based on the created model and the analysis of the
received results.

2. Related work

2.1 Ongoing problems in the quality assurance of the modern
surveillance systems

It is known that the system containing ML algorithms should learn using a dataset
that is real or close to real. Obviously, for testing purposes, it is necessary to use a
dataset with a similar structure.

Moreover, during the creation of this dataset, it will be helpful to emphasize the
variability of values of the attributes included in the sampling. By generating a variety
of combinations with different values, we will create test cases to find out the
weaknesses in the ML algorithm, which are related to the separation of classes.

2.2 Existing approaches

C. Murphy, G. Kaiser, M. Arias proposed to divide the data into equivalence classes
to generate test cases for testing the "non-testable" software [10]. It should be noted
that forming equivalence classes is a standard approach in quality assurance [11].
However, C. Murphy, G. Kaiser, M. Arias suggest to follow three steps in testing this
kind of software. Firstly, the data should be divided into several classes, taking into
account the size of the dataset, the potential ranges of the attributes and the label
values, etc. Then, the test cases, that are based on the investigation of the ML
algorithm used in this system, should be created. At last, several testing datasets
should be generated.

Supposing that a dataset for QA purposes has been defined, based on the knowledge
of the method used in the machine learning system. For solving the problem of the
dataset sufficiency, C. Murphy, G. Kaiser, M. Arias propose a “parameterized
random data generation” methodology. This methodology enables us to generate
large datasets and randomly control them [12], [13], [14].

In their paper, J. Zhang et al. suggest to use predictive mutation testing, as it allows
to make decisions without executing the costly mutation testing [15].

Thus, it becomes clear that new methodologies for testing ML applications are being
developed. However, the contemporary market surveillance systems impose
additional requirements on them. These systems should be able to self-detect the
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incorrect behavior and classify alerts, and further point at the initiator of this behavior.
This should always be noted during the process of creation of test scenarios.

3. Definitions and assumptions

3.1 Structure of the transaction log
A transaction is an event that happens on the financial market and changes any
financial instrument, for example:
e submitting a buy-order for security S with price P and volume V;
e cancelling an order with id I;
e trading on security S at price P with volume V, etc.
Transaction logs are the data that are used by the ML surveillance system. Each
transaction is stored as an object and has a set of input parameters (transaction
characteristics) and one output parameter (presence or absence of the alert):
I={iy iz, ijy e, in}, where i = {1,n};
ij= {TID,B,1ID,Side,CP,ExP,ExS,TV,S, TInt, Alert};
Where:
TID € N,

B = {Broker;, Broker,, ..., Broker;}, where k is the number of brokers that are
available in the configuration file,

IID = {Instrument, Instrument,, ..., Instrument,, },where m is the number of
instruments that are available in the configuration file,

Side = {Buy, Sell},

CPeq,

ExP € Q and ExP > 0,

ExS € Z,

TV € Z,

S ={0AC,RT,CAC,ReOAC, ResumeAC, Halt},
TInt €N,

Alert = {0,1}M.

For more attribute details, please refer to Table 1.

Table 1. Attribute details

Parameter Type Comment

Transaction ID |numerical |Unique identifier of transaction

Broker categorical | Company to which the trader belongs

Instrument ID categorical | Identifier of the instrument to be traded
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Side categorical | Side of the order

ChangePrice numerical | ChP = LastTradedPrice — CurrentPrice

Executed Price |numerical |Price of the trade

Executed Size numerical | Volume of the Trade

Total Volume numerical | Total volume traded on the instrument

Session categorical | Current session on the instrument
Time Interval interval Time interval between transactions

The output: 0 - regular transaction,1 - suspicious
Alert boolean tp g ? p

transaction

Each transaction can cause several different alerts, that is why every alert should be
classified. This type of classification is called a classification with overlapping
classes.

3.2 Market abuse alert

The following type of behavior can be considered as abusive: a broker tries to raise
or bring down the price on several trades. The alert will be triggered if the price
deviation and the traded volume reach the threshold values. If the price goes up, the
buy-orders should be checked, if the price goes down — the sell ones.

4. Background

As each transaction is stored as an object and has a set of independent variables and
one dependent variable, for testing purposes, these data should be divided into several
equivalence classes. All the objects in one equivalence class have the same
characteristics of certain attributes [11] and trigger the same system behavior.
It is important to analyze the transactions, the system behavior and the meaningful
parameters before forming the classes. We can use the following types of test cases
which are based on equivalence classes. These classes are defined after the analysis
of real data used by the surveillance systems:

1) Consistency checks with consideration of categorical transaction attributes

(Firm, Session, Action, etc.):

a) Let a=a,; and class =1, and a =a, and class = 0. The
categorical attribute gets a concrete value for several test cases, but
the other transaction attributes have different values. For such
combinations, the class value is set to 1. This is a check for how
strongly the class value correlates with the concrete value of the /-
th attribute.
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b) Let a categorical attribute get any values, always leaving the class
setto 1. Let attribute Let b = b or b = b, or b = bs, class = 1. 1t
checks that the system can assume that this attribute is inessential.

c¢) Let0 <c¢<10,class = 1. The same as for (b), but for numeric
variables.

d) Let ¢ >0, class =1. The same as for (b), but for numeric
variables.

2) Checks for empty values. Due to the fact that a surveillance system
analyses all the transactions on the financial market and that the considered
transaction can be different for each type of alert, it is possible that some
values will be empty.

3) Checks for the presence of noise. We perform checks for the presence of
noise using the equivalence classes for numeric transaction attributes. Some
attributes can have values in the concrete range, but mostly they take the
average value. For example, the price percentage variable takes the values
from 0 to 100 with the mean of 50 and has a low variance. Even if the border
values (0 and 100) are included in the acceptable range, they appear so rarely
that we treat them as frequency emissions.

5. Approach

5.1 Classification model of market abuse

To prove that the proposed methodology is effective, we have created a model which
allows to classify the transactions by one type of abusive behavior. It should be noted
that we have to deal with rather specific data, i.e. financial transactions.

It is important to make a thorough analysis of the data related to the business logic,
the system requirements and the structure of transaction logs, to be able to define the
attributes and their particular qualities. The correct outcomes can only be provided
when considering all these factors. Thus, this particular dataset structure, as it is
presented in Table 1, was selected for this type of abusive behavior.

We extracted 639 transactions from the messages of one of the electronic trading
protocols and manually classified them, using these data to build the classifier. We
used a decision tree algorithm for our research. After that, the classifier was trained
on a set and its performance was evaluated.

Precision, recall, and F-measure are the evaluation metrics that we used for our
calculations. Values of these metrics that we received are represented in Table 2.

Table 2. Values of metrics

Precision Recall F-measure
0.615 0.678 0.645
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Table 3. Detailed examples of test cases

Scenario 1: Consistency checks 1.a. Instrument

Test case 1 Test case 2 Test case 3

B = Broker;, B = Broker, B = Broker;
IID = Instrument, IID = Instrument, IID = Instrument,
Side = Buy Side = Sell Side = Sell
CP =CP; CP=CP;—1 CP =CP;+2
ExP =P, ExP =P, ExP = P,
ExS =S5; ExS =S, ExS = 83

TV =TV, TV =TV, TV =TV,

S =RT S =RT S =RT

Tint =TI Tint =TI, Tint =TI,
Alert =1 Alert =1 Alert =1
Scenario 2: Consistency checks 1.b. Broker

Test case | Test case 2 Test case 3

B = Broker, B = Broker; B = Broker;,
IID = Instrument, IID = Instrument, IID = Instrument,
Side = Buy Side = Buy Side = Buy
CP =CP CP =CP, CP = CP,
ExP =P, ExP =P, ExP =P,
ExS=35; ExS =35, ExS =35,

TV =TV, TV =TV, TV =TV,

S =RT S =RT S =RT

Tint =TI Tint =TI Tint =TIl
Alert =1 Alert =1 Alert =1
Scenario 3: Consistency checks 1.c. Executed Price

Test case | Test case 2 Test case 3

B = Broker, B = Broker, B = Broker,
IID = Instrument, IID = Instrument, IID = Instrument,
Side = Buy Side = Buy Side = Buy
CP =CP CP =CP, CP = CP,
ExP =P, ExP =P, ExP = P,
ExS =35, ExS =35, ExS =35,

TV =TV, TV =TV, TV =TV,

S =RT S =RT S =RT

Tint =TIl Tint =TIl Tint =TIl
Alert =1 Alert =1 Alert =1
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Scenario 4: Consistency checks 1.d. Total Volume

Test case 1 Test case 2 Test case 3

B = Broker, B = Broker, B = Broker,
IID = Instrument, IID = Instrument, IID = Instrument,
Side = Buy Side = Buy Side = Buy
CP =CP, CP =CP, CP =CP,
ExP = P; ExP = P; ExP = P;
ExS =S5, ExS=S5; ExS =S5,
TV =TV; TV =TV, TV =TV,

S =RT S =RT S =RT

Tint =TI Tint =TI Tint =TI
Alert =1 Alert =1 Alert =1

Scenario 5: Checks for empty values. Executed Price

Test case 1 Test case 2 Test case 3

B = Broker, B = Broker; B = Broker;
IID = Instrument, IID = Instrument, IID = Instrument;,
Side = Buy Side = Sell Side = Buy
CP =CP, CP =CP, CP =CP,
ExP = empty ExP = empty ExP = empty
ExS=S5; ExS =S5, ExS =5,

TV =TV; TV =TV, TV =TV,

S =RT S =RT S =RT

Tint =TI Tint =TI Tint =TI
Alert =1 Alert =1 Alert =1

Scenario 6: Checks for the presence of noise. Executed Size.

Test case 1 Test case 2 Test case 3

B = Broker, B = Broker, B = Broker,

IID = Instrument, IID = Instrument, IID = Instrument,

Side = Buy Side = Buy Side = Buy

CP =CP, CP =CP, CP =CP,

ExP = P; ExP = P; ExP = P;

ExS =35, ExS =S5, ExS =S5,

TV =TV; TV =TV; TV =TV;

S =RT S =RT S =RT

Tint =TI Tint =TI Tint =TI

Alert =1 Alert =1 Alert =1
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5.2 Prototype Testing

To test our prototype, we have created a dataset with the same structure as the training
dataset and performed all the validations described in Section 4. For each type of the
validation, we created the test cases based on the equivalence classes. Please refer to
Table 3 for detailed examples.

Figure 1 illustrates the proposed approach. Test Data is the whole set of data that will
be used to test ML-based surveillance system. Then these data are divided into
equivalence classes, as proposed in Section 4. The generated test cases are used for
testing Market Surveillance Systems based on ML.

=8 | = =
; " <: Division into e
{‘3} M“';"I“ leswning — equivalence classes S’
b Test Data

m = recee [

Fig. 1. Prototype Testing

6. Results

After testing our prototype, we received the values of the evaluation metrics that are
presented in Table 4.

Table 4. Values of the evaluation metrics

Precision Recall F-measure
1.000 0.662 0.797

After a detailed analysis of the instances where the model detected an error, it was
observed that errors occurred in:

e different Brokers - Scenario 2: Consistency checks;
e empty values - Scenario 5: Checks for empty values;
e Dborder values - Scenario 6: Checks for the presence of noise.

e Thus, the test that we performed revealed some weaknesses in the ML
algorithm:

e An error occurred in one of the categorical attributes during the consistency
checks. It may indicate that the model does not take into account the
categorical attribute in the algorithm.

e Classification errors occurred in empty values, so the algorithm may miss
some abnormal behavior when encountering them. For example, all
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manipulations at the start of the day may be missed by the surveillance
system.

e Some errors were detected in the border values used for the Executed Size
variable. According to the general quality assurance theory, we should
validate the border values for numeric variables. But in our experiment,
unlike what was expected, we saw that the algorithm failed to validate such
test cases. The reason is possibly linked with the distribution of the training
sample.

e Errors in the tests took place due to thoughtless randomization. After
analyzing the results, we can conclude that it is crucial to randomise the
dataset with the business logic in mind.

According to these results, it is clear that some details of the dataset and the model
need to be considered in the future work.

7. Conclusions and future work
This paper presents the following conclusions:

e The analysis of transactions extracted from an electronic trading protocol
allowed us to successfully create a model for the classification of market
abuse behavior.

e The proposed scenarios allowed to test the model more thoroughly. The
following checks were included: consistency checks, checks for border
values, checks for empty values, etc.

e The prototype testing revealed some weaknesses that manifested themselves
through unexpected behavior in the case of empty values, in the case of
border values (for some of the attributes) and also in the case of different
values for one of the categorical attributes.

As focus of our future research, we propose to generate the test cases using the
equivalence classes methodology. We advise that the equivalence classes be set
according to the types of data (categorical, numeric, etc.) and their border values.
Such an approach enables us to parameterize the equivalence classes and to further
develop an automatic tool that generates the test data.
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Co3aaHue TeCcTOBbIX AaHHbIX ANt CACTEM KOHTPOSS U
MOHUTOPUHra pbiHKa, COAepXKalmnX BCTPOEHHbIe
anropuTMbl MalWMHHOIO 00y4YeHusA

O. Mockanésa <olga.moskaleva@exactprosystems.com>
A. I'pomosa <anna.gromova@exactprosystems.com>
Exactpro, LSEG,
115088, Poccus, Mocksa, 2-1i FOxcnonopmogwitl npoeso, 204, c4

AHHoTamms. {7151 npaBriIbHON 00paboTKK HH(OPMAIIUH O BO3MOXKHBIX C/IENIKaX, TPOXOISIINX
4yepe3 TOProBbIC IUIAT(GOPMBI, BBISBICHHUS W NPEXyNpPEKACHUS (HHAHCOBBIX MAHUITYIISIINH,
OMpPKM yCTaHABIIMBAIOT CUCTEMBI KOHTPOJISI © MOHUTOPHHTA JAHHBIX. DTH CHCTEMBI TTOJTyIHIN
IIMPOKOE PAcHpPOCTPaHEHHE 3a MocieaHue rojibl. OObeMbl U TEMIIbI TOPrOBIM MOCTOSHHO
BO3pAcTaloT, YBEJIMYMBACTCA YHUCIO pPA3HOBUAHOCTEH LEHHBIX Oymar. @DuUHaAHCOBBIC
peryJaTopsl NpPEAbSBIAIOT BCE HOBBIE TPeOOBaHWA K TOProBeIM Iuiatopmam. M3
BBILIECKA3aHHOTO CJEAYeT, YTO COBPEMEHHbIC (PMHAHCOBbIE MH()OPMALUOHHBIE CHCTEMbI B
Ommxaiimme Toxsl OyXyT NPOIOIDKATh COBEPIICHCTBOBATHCS M AaKTHUBHO HCIIOJIB30BAaTh
CpelCTBa MAIMHHOTO 00y4eHus. [109ToMy B rociefHIe HECKOJIBKO JIET CUCTEMBI KOHTPOJIS U
MOHHUTOPHHTA PHIHKA HAYMHAIOT BHEAPSATH MOMYJIH HHTEJUICKTYILHOTO aHAIIN3a TPaH3aKIUIL.
Takum 00pa3oM, MHTEIIEKTyalbHbIE CUCTEMBI KOHTPOJISI M MOHHUTOPHHIA PBHIHKA TPEOYIOT
YCOBEPILIEHCTBOBAHUS IIOJXOA0B K MX TECTHPOBAHUIO. DTO CBA3aHO C TEM, YTO METObI
UHTEJUICKTYaJIbHOTO aHAJIM3a JaHHBIX (OPMHUPYIOT CBOM COOCTBEHHBIC 3aBUCUMOCTH MEXIY
NepeMEeHHBIMH. TeCTOBBIE CIIEHApUHM JOJDKHBI pa3padaTelBaTbcs TaKUM 00pa3oM, UYTOOBI
OXH/IaeMbIil pe3yJbTaT ObLI MOHATEH U NpeackazyeM. OYeBHIHO, YTO CTaHAAPTHBIC METOBI
TECTHPOBaHUS TPeOyIOT MOJEpHHM3AIMU. B  TpencraBieHHOl cTaThe PacCMOTPEHEI
OCOOCHHOCTH COBPEMEHHBIX HHTEIUICKTyalbHBIX HH()OPMAIOHHBIX CHCTEM, a TaKxkKe
0COOCHHOCTH MX TECTHPOBaHMs. B maHHOM HccefoBaHnH OBLT pa3paboTaH MPOTOTHUIT MOTYJIS
KkaccuuKanyy (HUHAHCOBBIX MaHUIyIsinuil. Takke NpemioKeHBI TECTOBBIE CIEHAPHUH,
HO3BOJIAIOIIME TECTHUPOBaTh pPa3pabOTaHHBI HPOTOTHI. J[aHHBIE CLEHAPUH COCTOAT H3
HECKOJIbKUX THIIOB, OCHOBaHHBIX Ha METOJIOJIOTHH KJIACCOB SKBHBAJICHTHOCTH. Pa3yieneHue Ha
KJIaCChl SKBUBAJICHTHOCTH OBUIO BBINOJIHEHO IIOCNIE aHajin3a pealibHbIX AaHHbIX. IIpoToTHn
OBbLI IPOTECTUPOBAH C MOMOLIBIO BbIIC 0003HAUYCHHBIX CLIeHapHeB. IIpeanoxKeHHbIi MeTox
HO3BOJIMJI BBIABUTB HEJOCTATKH MOAYJIS KiacCH(HUKALUK GUHAHCOBBIX MaHHITYJISILIUH.

KiioueBble cJjioBa: TECTOBbIC JAHHBIC; KJIACChl SKBHUBAJICHTHOCTH; CUCTEMBI KOHTPOJIA U
MOHHUTOpHHIAa pPbIHKA; MAallTUHHOC 06yquI/Ie.
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