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Abstract. With the popularization of social media, a vast amount of textual content with
additional geo-located and time-stamped information is directly generated by human every day.
Both tweet meaning and extended message information can be analyzed in a purpose of
exploration of public mood variations within a certain time periods.
This paper aims at describing the development of the program for public mood monitoring
based on sentiment analysis of Twitter content in Russian. Machine learning (naive Bayes
classifier) and natural language processing techniques were used for the program
implementation. As a result, the client-server program was implemented, where the server-side
application collects tweets via Twitter API and analyses tweets using naive Bayes classifier,
and the client-side web application visualizes the public mood using Google Charts libraries.
The mood visualization consists of the Russian mood geo chart, the mood changes plot through
the day, and the mood changes plot through the week. Cloud computing services were used in
this program in two cases. Firstly, the program was deployed on Google App Engine, which
allows completely abstracts away infrastructure, so the server administration is not required.
Secondly, the data is stored in Google Cloud Datastore, that is, the highly-scalable NoSQL
document database, which is fully integrated with Google App Engine.
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1. Introduction

With the popularization of social media, particularly the micro-blogging website
Twitter, a vast amount of content is directly generated by people every day. In
addition to textual information, which seems to have affective component, Twitter
messages are also time-stamped and geo-located. Consequently, both tweets meaning
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and extended information about a message can be analyzed in a purpose of scientific
studies in general and in the exploration of public mood variations particularly.

In data mining, the usage of social media to analyze and predict political events is
becoming more popular in recent times. During the Brexit referendum in the United
Kingdom, the researchers consider changes to the public mood within the contents of
Twitter [13]. They measure the appearance of positive and negative affect in various
geographic regions of the United Kingdom, at hourly intervals. According to the
results, there are three key times in the period leading up to and including the EU
referendum, each of which was characterized by an increase in negative affect with a
corresponding loss of positive affect.

The paper [12] describes an empirical study of Relationship between Twitter mood
and stock market from an Indian context. Using Twitter as a source of the news, the
authors have extracted the polarity of messages and have found a significant
correlation with stock market movement measured in the major stock indices of India.
In addition, the correlation of the sentiment with other macroeconomic factors like
Gas and Oil Price was established.

Academics from the University of Bristol have published two papers with analysis of
periodic patterns in daily media content and consumption under the ThinkBIG project
[17]. The first paper [6] was focused on the scrutiny of 87 years of the United States
and United Kingdom newspapers between 1836 and 1922. Studies have found
people’s behavior were strongly correlated with the weather and seasons. In the
second paper [7], presented at 2016 IEEE International Conference on Data Mining,
the authors pay their attention to discovering mental health changes. The team
analyzed Twitter content in the United Kingdom and Wikipedia access over four
years using data mining and sentiment analysis techniques. They found that negative
sentiment tends to be overexpressed in the winter with the peak value in November,
while more aggressive emotions like anxiety and anger seem to be overexpressed
between September and April. To conclude, both papers states that people’s collective
behavior follows strong periodic patterns.

This paper describes the development of the program for monitoring peoples’ mood
through Twitter content in Russian. This paper aims at implementing the software
product for exploring the temporal and geographical mood patterns in Russia using
machine learning techniques. In contrast with issues mentioned above, this program
is designed to process Twitter data in the online mode, i.e. to receive data directly
from Twitter API in real time, rather than analyze the pre-collected messages corpus.
The paper is organized as follows. In section 2 the program implementation,
methodology, and data collection are described. Section 3 is focused on results and
further ways of research. The limitations of this paper are provided in section 4.

2. Implementation, data, and methodology

With the popularization of social media, particularly the micro-blogging website
Twitter, a vast amount of content is directly generated by people every day. In
addition to textual information, which seems to have affective component, Twitter
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messages are also time-stamped and geo-located. Consequently, both tweets meaning
and extended information about a message can be analyzed in a purpose of scientific
studies in general and in the exploration of public mood variations particularly.

The client-server model was implemented for this project, where the server-side
application collects and analyzes Twitter content, and the client-side web application
visualizes results. Python was selected as a preferred programming language because
of its cross-platform operability, open source code and a vast number of third-party
libraries. The Google App Engine [9] cloud platform was used to run and host this
project on Google’s infrastructure in Python runtime environment. The applications
data is stored in Google App Engine Cloud Datastore [4], that is, a high-performance
database.

Fig. 1 illustrates the process of public mood monitoring; it’s clear that it can be
divided into several parts. Firstly, messages obtained via Twitter API [19] using
Python-based client library. Secondly, the identification of a federal subject for each
obtained message is performed. Thirdly, sentiment analysis is executed. Fourthly, the
information of emotional polarity of messages is stored in the database. At the last
step, the client-side application visualizes results. Details for these parts are given in
the following sections.
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Fig. 1. The program architecture

2.1 Twitter messages collection

Twitting with a location is the geotagging feature in the Twitter platform. On the one
hand, this feature helps to provide more meaningful experience for users by making
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messages more contextual. On the other hand, it makes possible for researchers to
analyze Twitter content from the location-based point of view. In order to use the
Tweeting with location feature users must opt-in, i.e. turn location “on”. The location
will be displayed with users Tweets only in case if they give explicit permission for
location extraction. Twitter tracks their location via mobile geo-services or IP.

It’s common for IT companies to release its API to the public so that other software
developers can design products that are powered by its service. To access Twitter
content programmatically it’s necessary to register the developer application in
Twitter Developers Console. Using credentials from the registered application it’s
possible to interact with Twitter API from the code of the program. The open-sourced
library Tweepy [18] was used in this project to communicate with the Twitter
platform and use its’ API. The cron job, that is, time-based job scheduler in Unix-like
computer OS, is searching and collecting new tweets in Russian with geotagging
information via Tweepy every minute. In other words, the information about newly
published messages is updated in the program every minute.

2.2 Federal subject identification by message coordinates

For each message collected at the previous step the administrative-territorial entity
should be defined according to ISO 3166-2:RU standard, that is, part of ISO 3166
standard published by the International Organization for Standardization, which
describes the principal subdivisions of all countries coded in ISO 3166-1.

Due to high implementation complexity, it was decided to use existing geographical
services to identify federal subjects’ codes. The GeoNames [§] worldwide
geographical database was selected for identification of the federal subject code by
message latitude and longitude values. This service provides developers with HTTP
REST API, which includes identification of the country ISO code and the
administrative subdivision of any given point. According to GeoNames terms and
conditions of use, there are 30000 requests daily limit and 2000 hourly limit for the
code identification functional.

2.3 Sentiment Analysis

The sentiment analysis process can be divided into three steps. At the first step, text
preprocessing for collected messages is executed to prepare textual information for
sentiment analysis. At the second step, classification features are extracted from
prepared messages. At the last step, sentiment classification for each message is
performed. The detail description of the steps is as follows.
1) Text preprocessing

Texts generated by humans in social media sites contain lots of noise that can
significantly affect the results of the sentiment classification process. Moreover,
depending on the features generation approach, every new word seems to add at least
one new dimensional, that makes the representation of texts is sparse and high-
dimensional, consequently, the task of the classifier has become more complex.
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According to [10], text preprocessing has been found crucial on the sentiment
classification performance.
To prepare messages, such text preprocessing techniques as reverting repeated letters,
removing URLs, removing numbers, converting to lowercase, word normalization
and stemming were used in this program. Removing and replacing tasks was
performed using regular expressions. The morphological analyzer PyMorphy2
[11]was used for words normalization. Stemming of normalized words was
performed using NLTK Python library [16].

2) Features extraction
A basic step for a static natural language processing task tends to be the conversion
of raw text into features, which provides a machine learning model with a simpler,
more comprehensible view of the text. The bag-of-words model was used to calculate
texts embedding using unigrams and bigrams.

3) Sentiment classification
In this project, the multinomial Naive Bayes classification algorithm for binary
sentiment analysis task was used because of its tendency to perform significantly well
in the texts classification task and wide usage [20], [2], [14]. The basic idea of Naive
Bayes technique is to find the probabilities of classes assigned to texts by using the
joint probabilities of words and classes [5]. Consider the given data point x and class
c eC. The starting point is Bayes’ theorem for conditional probability which estimates
as follows:

P
P(clx) = P(J(Calcg)
_ count(x,c)
Plxle) = count(c)

Where count(x, ¢) is the count of word x in class ¢, count(c) is a count of all words in
class c¢. For texts with unknown words, the estimation (2) might be problematic
because it would give zero probability. The usage of Laplace smoothing is a common
way to solve this problem (3).

count(x,c) +1
count(c) + |V +1
Where | V] is the length of vocabulary in training set.
From the assumption of word independence, it appears that for data point x = {x;, x,
..., X! the probability of each of its features to occur in the given class is independent.
Thus, the estimation of this probability can be calculated as follows:

Pl = P@ [ [ Peulo)

In this context, that means the final equation for the class chosen by a naive Bayes
classifier is (5).

P(x|c) =

Cnpp = argmax P(c) P(x;|c)
cec
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To avoid underflow and increase speed, the Naive Bayes calculations are performed
in the log space (6).
cnp = argmax (log P(c) + ) logP(x;|c))
cec
The Naive Bayes classifier was trained on the corpus of short texts in Russian based
on Twitter messages [3], which consists of 114991 positive and 111923 negative
tweets. The 10-fold cross-validation shows accuracy up to 83%.

2.4 Storing results

Every time the cron job have been executed, the new information about publication
time, the amount of positive and negative messages for each federal subject is stored
in the database.

2.5 Visualization

To explore temporal public mood variations and location based mood values the
website was implemented. Both types of graphics were developed with the framework
Google Charts [1], which provides developers with the tool for constructing
interactive charts for browsers and mobile devices. There are three graphics displayed
at the website. The first one is the Russia mood geo chart, where the current mood
state for each federal subject is visualized. The second one and the third one are
temporal mood changes plots through the day and through the week respectively.

1) Mood variations
The information about the time of the day and day of the week is extracted from
messages to calculate temporal mood changes. Next, the public mood changes are
calculated using the following equitation:

post

pos; + neg;
Where, pos; is the number of positive messages in the specific period #; neg; is the
number of negative messages in the specific period ¢. The temporal mood changes
chart through the day and through the week are plotted in the program. These charts
are constructed over all data that have been processed by the program already, so the
level of its accuracy and reliability increases with the number of analyzed tweets.

2) Mood geo chart
To plot the mood geo chart, for each federal subject the mood values are calculated
using (7) for the last hour. Next, the federal subjects in the geo chart are marked with
colors from green to red, where green color means the predominance of positive
tweets; yellow color means the balance between the amount of positive and negative
messages; red color means the predominance of negative tweets. Fig. 2 illustrates the
example of the public mood geo chart for Russia.

mood; =
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Fig. 2. Example of the public mood geo chart for Russia
3. Results

As a result, the program for public mood monitoring through Twitter content in
Russian is implemented as web-service, which can be found by the URL
http://twittermood-ru.appspot.com/. The program collects new messages, which are
published on Twitter, in real time mode, performs sentiment analysis, process the data
obtained at the previous step, and visualizes the results. The mood geo chart provides
with an opportunity for monitoring mood values in different regions of Russia for the
last hour. The other plots offer valuable insights about temporal public mood changes
based on all collected data.

The further research will be focused on extending of analyzed feelings, that means,
monitoring not only positive or negative sentiment expressions, but also the
expression of fear, sadness, joy, and anger. In addition, the multiclass sentiment
classification can be implemented to enhance the quality of public mood calculations.

4. Limitations

Despite a wide range of Twitter content analysis benefits, it also has some drawbacks.
Technically, Twitter users are not representative of the public, consequently, tweets
are not representative of the public opinion [15]. Findings in this article apply only to
the population of Twitter users geo-located in the Russia. In this work, it’s possible
to make claims only about the population of Russia Twitter users and not the general
population.
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Mporpamma ANA MOHMTOPUHra o6LEeCTBEHHbIX
HacTpoeHun B Poccum Ha ocHoBe coobweHunn n3 Twitter

C.U. Cumemanun <sismetanin@gmail.com>
Hayuonanenwiii uccnedosamenvcruil ynusepcumem « Bvlcuias wikona 9KOHOMUKUY,
101000, Poccus, e. Mocksa, yn. Macruykas, 0. 20

AHHoTanus. ExxenHEBHO MOIb30BaTENIIMU COLUATIBHBIX CETEH TeHEPUPYIOTCS 3HAUNTENbHbIE
00BEMBI TEKCTOBOTO KOHTEHTA, KOTODBIH IONOJHHUTEIBHO COACPXKHUT HH(POPMALHUIO O
KOOpJWHATaX M BPEMEHM ITyOJIMKamuu. OTH JaHHBIE MOTYT OBITH IPOAHAIM3HPOBAHBI H
HCTIONIB30BAHBI ISl OLIEHKHU OOIIETO COCTOSHUS OOJIBIIOH ITOITYJIAIIHN IT0Ib30BaTeNeH C IEeIbIo
pelIeHrsi Hay4YHBIX BONPOCOB M3 MIMPOKOTO CIIEKTpa AWUCIUIUIMH. B rmaHHON cTaTthbe
OIMCHIBACTCSl Pa3paboTKa HPOrpaMMbl JUII MOHUTOPHMHTA OOIIECTBEHHBIX HACTPOCHUH Ha
OCHOBE aHa/In3a TOHAJIBHOCTH COOOLIEHHH U3 PYCCKOSA3BIYHOTO CErMEHTa COLHANBHOM ceTn
Twitter ¢ uCrIOIB30BaHMEM METOJIOB MAILIMHHOTO 00y4eHus. B pa3paboTaHHOM IpOrpaMMHOM
NpoJyKTe Oblla HCIOJIb30BAHA MHOTOYPOBHEBAasl CETEBas apXUTEKTypa «KIHEHT-CEPBEpP».
Hamucannoe Ha Python cepBepHoe mpunoxeHne coOupaeT cooOIIeHus MoIb30BaTeNel uepes
Twitter API, ocymectBisier mnpeaBapUTeNbHYI0 00pabOTKy TEKCTa, aHAIU3HPYET
SMOLMOHAJIBHYIO0 OKPAaCKy COOOIIEHHH C HCIOJB30BAaHHEM MYJIETHHOMHAIFHOTO HAWBHOTO
BatiecoBckoro xiaccupukaropa M ompenensieT X NPHUHAIICKHOCTh K aIMHHUCTPATHBHO-
TEpPUTOPHANBHEIM CyObekTaM cTpaHbl. KiMeHTckoe BeO-PMIOKEHHE BHU3yaIU3HPYET
pe3yabTaThl aHAIM3a TOHAIBHOCTH, KOTOPbIE COCTOST U3 KapThl HacTpoeHuit Poccun, rae s
Ka)kZI0T0 aJMUHUCTPATUBHO-TEPPUTOPUATBHOTO CyOBEKTa yKa3bIBAETCsl TEKYILIHI OKa3aTellb
HACTPOEHHS, & TAKXKe U3 rpaMKOB U3MEHEHHUS HACTPOCHUS B TEUCHHE JIHS M B TEUCHUE HEIICIIH.
B nmporecce pazpaboTky mporpaMMHOTO CpeAcTBa ObLIN 3aeHCTBOBaHbI 00JaYyHbIe CEPBUCHL.
CepsepHas 9acTb ObUTa pa3sBepHyTa Ha miatdgopme Google App Engine, xoTopast mo3Bossier
BEINIOJTHATE BeO-TIprutoxkeHus Ha cepBepax Google, TO ecTb MOIHOCTBIO0 abCTParnupoBaThest OT
HHQPACTPYKTYpHI, MOITOMY IpH paboTe cepBep HE HYXKIAeTCs B aJAMHHUCTPHUPOBAHUIL.
JlaHHBIE TIporpaMMBI XpaHATCs B obmauHo# 6aze maHHBIX Google Cloud Datastore, koTopast
MOJTHOCTBIO UHTerprpoBana ¢ Google App Engine.
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