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Abstract. Nowadays, news portals are forced to seek new methods of engaging the audience
due to the increasing competition in today’s mass media. The growth in the loyalty of news
service consumers may further a rise of popularity and, as a result, additional advertising
revenue. Therefore, we propose the tool that is intended for stylish presenting of facts from a
news feed. Its outputs are little poems that contain key facts from different news sources, based
on the texts of Russian classics. The main idea of our algorithm is to use a collection of classical
literature or poetry as a dictionary of style. The facts are extracted from news texts through
Tomita Parser and then presented in the form similar to a sample from the collection. During
our work, we tested several approaches for text generating, such as machine learning (including
neural networks) and template-base method. The last method gave us the best performance,
while the texts generated by the neural network are still needed to be improved. In this article,
we present the current state of Narrabat, a prototype system rephrasing news we are currently
working on, give examples of generated poems, and discuss some ideas for future performance
improvement.
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1. Introduction

1.1 The main idea

In the era of information explosion demand for news aggregation services is always
high. Classical news services like Yandex News or Google News are on the market
for a long time, but their format is too restricted to satisfy all potential audiences. The
motivation for Narrabat, a new news service, is to retell news in a stylish way similar
to the writings of great writers and poets so as to promote consumers loyalty and to
increase the revenue of news portals, for instance, from contextual advertising.

The goal of the study is to develop a methodology of rewriting news texts in a
specified style and to implement it as a service. To provide a new insight into retelling
news, we build an architecture of Narrabat that is rather straightforward: retrieve news
from the providers, extract facts, reproduce the facts in a new form. The realization
of the proposed architecture might require handling two important issues. Firstly, it is
necessary to process the news and extract the main information from it. At this point,
it is essential to realize what kind of unstructured data will be marked as key
information. Secondly, we need to generate text in a predefined style considering
extracted key words.

To make precise the scope of the study, we explore the methods of retelling the news
texts in more capturing manner and build a system that today has no parallel in the
integrated marketing communications in news sphere.

The paper presents the current state of the retelling service implementation we are
still working on. A well-established result is that we have constructed a prototype
system that is capable of producing the poem from the news text. It is to be hoped
that in the not too distant future, the findings of the current research will be applied
to real regularly updated news feed as a service, possibly, as a chat-bot.

The plan of the paper is the following: in section 2 we present an algorithm for
producing poems from the news. In section 3 the current results are presented. Finally,
section IV describes the work still to be done.

1.2 Related work

Recent years have seen the rapid growth in the number of studies devoted to the
extraction of information and natural language generation. Insofar as retelling news
is concerned to these two subject areas, it would be wise to cover both of them in the
paper.

Nowadays, state-of-the-art approaches of fact extraction go far beyond the earliest
systems, where the patterns are found referring to rules of grammar [1], [2]. However,
an involvement of highly qualified experts in the field or linguists is believed to be a
significant drawback of these approaches. Some of them are briefly recalled in the
next few paragraphs.
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The next coherent idea about highlighting the facts from the text was to propose an
algorithm that was able to be trained independently or “almost independently”,
namely, using active learning techniques [3], [4].

As the task of the researches became more complicated, and the need to distinguish
an implicitly expressed meaning occurred, the aforementioned approaches lose its
efficiency. And the researches shifted their attention to generative models [5] and
conditional models [6].

Shedding light on the text generation approaches, the first things that arises is that
text in natural language may be generated via predetermined rules [7], [8], when a set
of templates is composed to map semantics to utterance. This approach is supposed
to be conventional one. These systems are believed to be simple and easy to control,
however, at the same time, no scalable due to limited number of rules, and,
consequently, output texts.

Furthermore, utilization of statistical approaches in sentence planning are still based
on hand-written text generators, whether choosing the most frequent derivation in
context-free grammar [9] or maximizing the reward in reinforcement learning [10].
By the way, further researches are aimed at minimizing human participation and rely
on learning sentence planning rules from labelled corpus of utterances [11], which
also require a huge markup by linguists.

The next set of approaches in natural language generation is based on corpus-driven
dependencies. The systems in this direction imply the construction of class-based n-
gram language model [12] or phrase-based language model [13]. Moreover, a
significant number of researchers utilize active learning in order to generate texts [14],
[15].

The use of neural network-based approaches in natural language generation is still
relatively unexplored. Although, there are studies that present the high-quality
recurrent neural network-based language models [16], [17] that are able to model
arbitrarily long dependencies. In addition, it is worth emphasizing that the usage of
Long Short-term Memory (LSTM) network may try to solve the vanishing gradient
problem [18] such as in [10].

2. Data and Method

2.1 The news sources

In this framework, we utilize short news texts that were extracted from Russian-
language informational portal ”Yandex.News”. The collection of news consists of 330
texts on different topics, for instance, society, economy, policy, to name but a few
(ultimately, 22 topics). This collection of news texts was composed of texts on diverse
topics wilfully so as to consider all lexical, syntactic and morphological particularities
of each of the themes in order to create universal system of text processing and
generation.
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Every text in the collection comprises no more than three sentences except a title. It
is worth emphasizing that the format of short texts leads itself well with highlighting
the main information from the text. It follows from the fact that every sentence is
quite informative to extract key knowledge by means of rule-based approach.

2.2 Fact extraction

To provide basic information from the news, we propose to extract a kind of extended
grammatical basis of the sentences. To that end, we use Tomita-parser [19] that allows
to extract structured data (facts) from text in natural language. The tool is much more
flexible and effective in key information detection and extraction than, for example,
metric tf-idf since it allows to retrieve finite chains of words from all the positions in
the sentence, not only successive words.

Open-source Tomita-parser, in contrast to similar non-commercial fact extraction
software, accounts for specificity of work with the Russian language and has more or
less detailed documentation. The tool was implemented by developers of Yandex on
the basis of GLP-parser [20], which utilizes context-free grammars, dictionaries of
keywords and interpreter.

To get a new insight into extracting the meaning of the texts, a dictionary (gazetteer)
and grammar was compiled. As mentioned before, we suggest that the main idea of
the sentence is fixed in common basis of the sentence, a kind of analogue of the
grammatical basis. Given the opportunity to construct Russian-language sentences
with the inversion, the grammar consists of the two main rules:

S — Subject Predicate | Predicate Subject

Every non-terminal derives a string of words dependent on the root words, namely,
for Subject it may be adjective and for Predicate it may be addition or adverb.

After the required string of words is found, Tomita-Parser transforms it into fact and
represents it in the result collection of labelled texts, which, in turn, is prepared for
text retelling.

2.3 Poems collection

To teach our system the poetry style we have used writings of Alexander Blok [21]
and Nikolay Nekrasov [22] retrieved from Maksim Moshkov on-line library Lib.Ru
[23]. We have chosen to utilize particularly these poets as their poems possess artistic
and rhythmic harmony, and clearly traceable metrical feet. In further work, we plan
to expand the collection of poetry by Agniya Barto, Athanasius Fet and Fedor
Tyutchev.

2.4 Learn and produce methods

Besides the method that is described above, we tested another ways of generating
word sequences, such as neural networks. For example, we trained a network with
LSTM-layer which was expected to generate poems, using a huge dataset of
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Pushkin’s poems from [24]. (LSTM for generating poems was successfully applied
in [25], [26], [27]). The result we got was a bit insufficient due to low computational
power of our computer and small network size. Further implementations with
additional layers increased the quality of generated poems, but it is still being trained,
so we are not ready yet to present its results.

Table | presents the example of quatrain generated by the first version of our neural
networks:

Table 1. The poem produced by neural networks

Narrabat | Ko B >kame cTpbK upenaHbe,
output | U cranunum nopenanse
v.00 W 1o moyans B COpeHHEM
Tlo ceanno nepenanuii.

On the Table I it could be seen that although the poem consists of non-existent
Russian-language words, the strings of characters in words virtually resemble real
words in their structure. The second thing to sharpen the issue addressing the table is
that three out of four strings in the quatrain have the same number of syllables (while
the fourth line has only one syllable less). The makings of the rhythms, as well, are
evident. Given all the above, we treat the neural networks as a paramount direction
for our further research.

2.5 Current version of the algorithm

Apart from training neural networks to generate poems, we are so far to seek the most
conspicuously well-turned poem generator. To that end, we use template-base method
described below.
First, in order to break words into syllables, we utilize an improved version of an
algorithm of P. Hristov in the modification of Dymchenko and Varsanofiev [28] that
comprises a set of syllabication rules that are applied sequentially. Then syllables of
potentially matching subjects and predicates are compared using the following
heuristic:

e  The number of syllables must coincide.

e Vowels inside syllables have priority over consonants.

e The last syllable has priority over the other.
Search for the similar sentences returns pieces of classical writings, which are used
then as templates for the resulting text gener-ation. The output poems ought to be
sought in the Section 3.

3. Results

Below is an example produced by current release (v.01) of our Narrabat system. We
start from a news description and extract subject and predicate, see Table 2.
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Table 2. Original news

Source | Ob6meropoackoit CyOOOTHHK HPOHAET B CICTYIOUIYIO|
cy06oty, 15 anpens.

Extracted | Subject = oOmieropoackoit cyo00THHK
basis Predicate = npoiiger

The same is done for all sentences in the collection, see example in Table 3.

Table 3. Original piece from the collections

A BUHOTpaJHBIC YCTHIHH,
Source JHoma u o — Bcé Tpoda.
JInie Meap TOpKECTBEHHOM JIaThIHU

[ToeT Ha mMTax, Kak TpyoOa.

Extracted | Subject = Meap TOpKECTBEHHOH JIaTHIHU
basis Predicate = noer

The implemented similarity measure allows us to figure out that the subjects and the
predicates are quite similar, see Table 4. Notice the same number of syllables and
almost identical endings.

Table 4. Example of a similar pairs match

Subjects Predicates
MeJIb TOP-)KEeCT-BEH-HOM JIa-ThI-HH mno-etT
00-111e-T0-POJI-CKOM Cy0-00T-HUK npoii-ner

Now we can replace the matching pairs, see Table 5 for an example of the resulting
poem.

Table 5. The final result of the algorithm

Narrabat | A BUHOTpaJHbIE ITyCTHIHH,
output |J{oma u nmrogu — Bcé€ rpoda.
v.00 JInme obmeropoackoit cy000THHK
IIpoiineT Ha mIUTaX, Kak Tpyoa.

One can see that the resulting text keeps subject and predicate from the original fact
and at the same time the inserted fragment smoothly fits the style of the poem and do
not destroy its structure.
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All readers are able to have a closer look at the details of implementation of our
Narrabat system and access the source code that is open and available on GitHub [29].

4. Conclusion and future research directions

In the paper we have proposed a prototype of system that is capable of retelling the
news as poems that resembles style of great writers.

In the course of the work we discovered that the collection of poems have to be
drastically enlarged in order to generate high-quality poems. Given the exploration,
Nikolay Nekrasov has demonstrated more mapping potential in our tasks as he wrote
more common sentences than Alexander Blok.

Moreover, the aforementioned metrics of mapping the subjects and predicates from
news and poems does not cover all cases to be universal, for instance, in further
releases it may take into account rhyme explicitly. Although the first results presented
above are somehow promising, still a lot is on the to do list:

e Improve the quality fact extraction by extending the parsing rules.

e Use available dictionaries of accentuation to take into account the rhythmic
structure of a sentence.

e Apply machine learning techniques to better grasp the style of a sample

writing.
e Extend the algorithm to cover other parts of sentences, namely, objects and
complements.
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Narrabat — npotoTun cepBuca ansa nepeckasa HOBOCTeN B
c¢hopmaTe CTUXOTBOpPEHUN
U U. Jloneanesa <iidolgaleva@edu.hse.ru>
U.A. Topwkos <iagorshkov@edu.hse.ru>
P.D. Asopckuii <ryavorsky@hse.ru>
Daxynemem xomnviomepHuix Hayk, Boicuwas [llkona dxonomuxu,
101000, Poccus, Mocxsa, yn. Macnuyxas, 20

AnHoTammsi. B wuHTepHeTe Bce Oombmiylo momymsipHOCTh mpuobOperaror  CMU,
OTKa3bIBAIOLIMECS OT OOLICNPUHATOrO (GOPMAIBHOIO CIOCO0a H3JIOKEHUS HOBOCTEH M
JeTalollfe aKLEeHT Ha KPEaTHMBHOCTU TNPEROCTABISIEMOro KOHTEHTA. SIpKUMU IpuMmepamu
MOTYT MOCITyXuTh nadnuk "JlenTad" u3 conuanbHoit cetn "BKonTakre", conmpoBoxaaromuit
Ka)XIyI0 HOBOCTE MeMaMH, U pecypc "KAKTAM?", o6opaunBaromuii 3aroIoBKi B HaMEPEHHO
CBEPXOMOIIMOHANBHYIO  (opMy. MBI pemman peann3oBarb HHCTpyMeHT Narrabat,
TIepecKa3bIBAIOINI HOBOCTH B €IlIe OHOM HeoObraHOM cTriie. Ero 3aaga - npeoOpa3oBhIBaTh
HOBOCTHBIE JIEHTBI, B3Thble U3 CTOPOHHMX HCTOYHHMKOB, B HEOONBIINE CTUXOTBOPEHHS,
OTpa)kaloll[He KIII0UeBble COOBITHS HOBOCTHBIX CIOXKETOB. B KadecTBE OCHOBBI AT F€HEpaIUN
CTUXOB HCIIONb3yeTCsl OOINbIas KOJJIEKIHsS PYCCKOM KIIAaCCHUKH (COCTOsIIas M3, K MPUMEPY,
npomsBeneHuil bioka m Hekpacosa). OmHMM M3 IVIaBHBIX JOCTOMHCTB BBIOPaHHON HaMH
(opMBI Tepecka3a M CO3JaHHOTO MHCTPYMEHTAa B YAaCTHOCTH SIBISIETCSI TO, 4YTO, IPH BCEH
OpPUTUHAIBHOCTH BBIBOJIA, IIPOLIECC €r0 TeHEPALUH IOIHOCThIO aBTOMaTU3UPOBAH, B OTIIMYUE
OT CCpBHCOB, OMHCAaHHBIX BHIIE. MHCTpyMEHT paboTaeT B HECKOJIBKO JTAaloB: CHaJaia
TIPOMCXOIUT BEIJeIeHHe (JaKTOB M3 3aT0JIOBKOB BEITPY:KEHHBIX HOBOCTeH mpy oMoy Tomita
Parser, mociie gero ¢axTs IepefaroTcs B MOAYIb, OTBEYAIOIIHMH 32 TEHEPAIHIO CTUXOTBOPECHUSL.
ITo xomy pa®OTBHI MBI HCIIONB30BAN HECKOJIBKO MOIXOAOB JUISl T€HEPALMU CTUXOTBOPEHUH,
Takhe, KaK alrOpUTMBI, MOCTPOEHHBIE Ha IpaBWiaX, M MAaIlMHHOe OOydeHHe, BKIIOUas
HelipoHHble ceTd. Ha maHHOM 3Tarne HaumydInii pe3yasTar Jajl NepBblii METO, OAHAKO paboTa
1o 00y4eHNI0 HEHPOHHOM CEeTH BEAETCs A0 CHX MOp. B MaHHOM cTaTbe MBI ONHUIIEM TEKYyILHE
pe3ynbrarel  paboThl, MPUBEAEM NPHMEpPHl CICHEPHUPOBAHHBIX CTHXOTBOPEHUH, a TaKkKe
MePEUNCIMM HaNpPAaBIEHUS ISl JabHEHIIETO YIydIleHHs HHCTPYMEHTa.

KiroueBble ciioBa: 00paboTka €CTECTBEHHOTO 53bIKa; U3BJICUEHHE MH(OPMALIMHK; TeHepalus
TEKCTa; TOMHTA Hapcep; HeHPOHHbIE CeTH
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