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       
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  

         

           
         

  

 



   

  

           
           
  

  


 

   

         
        

     

       
          

   

   

        
         
        
          
       
        
        
          
       
         
         
         
        
         

       
          
        
            
       
     

   
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     

   
 
  
     

   


  
  

  
  

      
         
          
         

        

     
      
       

      

     

     

         
          
      
        
       
      
       
        
  

  

        
       
         
        
       
       
      
        
         
     
     
           
       
       
        


      
          
    
        
       
    
         
        

      
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       
      

     

         
         
       
         
         
        
         
         
       
       
      
      
      

       
        
        
      
       
          
   

        
       
        
             
        
       
       
         

       
        
      
      
  
     
        
      

      
        
     
  



        
       
      
        
      

         
        
 

        
      
        
        

     
      
       
        
      

         

        
    

           
         
       
 

        
       
         
    

       
     
   

       
        


         
          
      

        

       
    

        
        
          
       
  

        
         
       

         
     
       

       
       
         
  

         
        
       
   

       
        
       

         
         
         
    

        
        
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Abstract The Quality of Service (QoS) management is one of 

acceptable solution yet. In the paper the approach to this 
problem based on multipath routing protocol in SDN is 
considered. The proposed approach is compared with other QoS 
management methods. A structural and operation schemes for its 
practical implementation is proposed. 
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I. INTRODUCTION

QoS (Quality of Service) as a term is a general description 
of the performance of a network connection. This term is 
treated either as qualitative assessment of the connection 
performance by a user, or as a set of objective quantitative 
parameters characterizing the one. Qualitative evaluation of 
QoS is defined as the degree of satisfaction of a user by 
communication quality as for example in Skype  the sound 
quality, the presence of a distortion, the appearance of echo, 
jitter, quality of the picture etc. There are two basic methods 
for QoS qualitative evaluation: Mean Opinion Score and 
Quality of Experience [1]. These methods provide an 
integrated assessment of all subjective assessment of service. 

In this paper we are primarily interested in the second 
interpretation of the term QoS as a set of the parameters a 
network connection. Under term QoS requirements we will 
mean a set of the QoS parameters a network connection has to 
meet. The term QoS management we will treat as ability of 
network to maintain a set of connection parameters compliant 
with the QoS requirements of the application it is due to. 
S -to-end (e2e) connection. A
set of QoS parameters includes: 

Throughput a part of the channel bandwidth
available to the particular connection; 

End-to-end delay  time is needed to deliver a packet
from one source host to a destination host; 

Jitter  a deviation of the end-to-end delay from its
mean value; 

Error Rates - the share of packets lost or damaged
during a transmission through connection. 

Different parameters of QoS play a different role for 
different applications. For example, multimedia application 

requires high throughput, videoconferencing and real time 
simulation  small jitter and end-to-end delay, telemedicine 
(distance surgery)  high throughput and low error rate. 

Providing a connection with an appropriate QoS require a 
certain network resources. However, the network has only a 
limited amount of the resources to handle data flows. Thus we 
get a problem how to allocate network resources to meet QoS 
requirements of different applications operate at the same time? 
In practice usually there is problem connected to the previous 
one - what level of utilization (efficiency) of the network 
resources under allocation have been made? Thus, a network 
has to be selective while spreading bandwidths of its channels 
and capacities of its switching devices over the applications. 
Thereby, the solution for the quality of service problem we are 
looking for should meet the following criteria: (1) ensure 
compliance of granted e2e connections with the QoS 
requirements of applications, (2) provide a small resource 
fragmentation, and (3) to be a practical method delivering a
suboptimal resource allocation. 

Although QoS issue has been addressed since the first 
attempts to transmit voice over a packet switched network [2],
and the community has developed a set of diverse approaches 
to conquer it, none of them is successful enough to be 
implemented by default. They are either too expensive to 
deploy or provide insufficient increase to the admissible 
utilization of a network. Thereby, the existing practices of the 
network management advice to obtain the missing resources by 
a straightforward resource extension, rather than to invest into 
an intricate piece of hardware, gain better control over the 
resource distribution and attune the performance in an 
intelligent way. 

In this paper we propose a new approach to QoS 
management in SDN networks [3] based on Multi Path Routing 
(MPR) called MPRSDN with the following features: 

MPRSDN refuses resource reservation in favor of their
efficient utilization. Thereby, it provides no strict
guarantees and implements a best effort approach.

Although we propose to construct a QoS-compliant
resource allocation with a heuristic search, our
approach uses a considerably large search space to
allocate the resources for each of the requested
connections. Thus, if it fails to meet the requirements
of a given application, most likely, there are no more
suitable resources left.

It does not require specialized hardware and may be
deployed in any SDN network with an appropriate

This research is supported by 
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control over the switches. The hosts have to be 
preinstalled with the software agent for multipath 
routing enabling to involve some idling resources. 

In section II we provide the comparative analysis of 
existing approaches to QoS management. Section III introduces 
the structural and operational schemes of the proposed QoS 
control toolset. 

II. RELATED WORK

A. Conventional QoS management 
There are multiple well-known approaches to the quality of 

service management. Introduced by the model of Integrated 
Services (IntServ) [4], signaling protocol RSVP (and later 
NSLP [5]) provides applications with guarantees over 
throughput and delay of the granted connection by resource 
reservation at each router along the flow path calculated by a
routing protocol. The reservation restricts schedule of packet 
handling at each affected router because the allocated resources 
are assigned to the flow exclusively and cannot be used even if 
the flow does not fully utilize them at that time. An application 
has to announce its QoS requirements before the connection 
setup and cannot modify them until the connection close. Thus, 
the application is forced to over pledge and reserve resources 
with a margin for the maximum traffic burst. 

IntServ relies on static resource reservation and brakes 
work-conserving operation of switching devices. This results 
into an unnecessary resource fragmentation, similar to the one 
in a computer with paged allocation of RAM. As a result, in 
some cases network fails to supply the connection with the 
requested QoS even if accumulative amount of the network 
resources is enough to make it. The similar problem may be
also caused by the independence of the signaling and routing 
protocols. There might be a bypass route to avoid the 
overloaded network component, however reservation is 
separated from routing and cannot take this advantage. 

The model of Differentiated Services (DiffServ) [6]
proposes to replace an awkward resource scheduling for end-
to-end connections with predefined qualities by a local flows 
grading at the network devices. Each device defines a set of 
service classes and attributes each class with a certain QoS.
Although each flow has a right to request a class with an 
appropriate service, the model does not provide any guarantees 
over the provided packet processing quality. Instead, each 
switch undertakes to share its resources among the flows of 
different classes in accordance with their relative shares. If 
there are no flows for a certain class of service then the 
resources of this class are allocated among the other classes. 
Thereby, switches are work-conserving and never idle when 
there are some packets to process. Although the application 
may specify required class of service for its packets explicitly, 
it is optional. In practice switching devices often calculate the 
class of service for a packet automatically by a certain set of its 
attributes and a mapping preinstalled by the administrator. 

Differentiated Services introduce a way to deal with switch-
level resource fragmentation and increase the overall network 
performance. However, it manages only the network resources 
along the primary route of an application. Thus, some idling 

and suitable resources away from this route are unavailable. 
Moreover, the class of service of the flow is set statically for 
the whole path. Although it is possible to improve granularity 
by dynamic changing of class of service at some points in the 
network this interference into the switching logic is beyond the 
capabilities of the networks of ordinary switching devices 
without a centralized control. 

QoS-routing [7] was intended to improve allocation of 
network resources by constructing individual data transmission 
paths for each connection. Such a fine-grained routing is used 
to balance data flows among several paths, bypass congestion 
involve idling resources aside from heavy loaded channels, and 
take into account the QoS requirements of the application. For 
example, the delay sensitive traffic is usually routed along the 
shortest path, whereas the other flows may be forced to use the 
longer paths. However, a practical implementation of this 
method requires a low-level and centralized control over the 
switching devices unavailable back in time of its emergence. 
Moreover, QoS-routing algorithms tried to treat the problem of 
resource allocation as a global optimization problem with 
multiple constraints and their implementations were too slow to 
run on the fly. 

B. QoS management with SDN 
SDN supplies a complete control over the packet handling 

rules of each switch in the network, and an SDN controller may 
easily implement each of the mentioned approaches to QoS 
management without a regard to a complex distributed 
exchange algorithms for service data. Controller can mimic 
resource reservation by dynamic adjustment of traffic shaping 
parameters at its border switches of the network. It is also 
capable to collect a comprehensive set of the QoS metrics and 
implement a relevant QoS-aware routing on a per-flow basis, 
or improve capabilities of DiffServ with dynamic reassigning 
the class of service mark for any flow at any point of the 
network. Unfortunately, neither flexibility, nor convenience of 
SDN removes the inherent disadvantages of these methods. 

SDN provides a technical capability to gather the relevant 
information about the network, but it is a hard task to construct 
a comprehensive algorithm to dispose the collected data 
properly. This algorithm is expected to analyze a set of 
heterogeneous parameters and synthesize such a set of 
appropriate forwarding instructions for the switches to achieve 
a better network performance. It is hardly believable there are 
real opportunities to construct routing algorithm able to work 
on the fly [8].

SDN does not give us any advantage to cope the problem of 
how to transmit QoS requirements from the user application to 
the Control Plane. However, this problem has been realized. 
FLARE [9] proposes to enable such an interaction by 
appending of arbitrary data to the tail of a packet and 
introducing corresponding handlers for the piggy-backed data 
at both end-host and switches. PANE [10] considers direct 
communication of the end-host application and the controller. 
On the other hand, loosening of the separation between the 
Data Plane and the Control Plane leads to potential security 
breach, and there is a lot of skepticism about its overall 
advantage. 
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Another reason for controller to avoid interference in 
applications communication is Internet Architecture Principles 
[11, 12]. As an evolutionary development of the network 
architecture SDN should not violate these principles. End to 
End principle states 
datagrams as efficiently and flexibly as possible. Everything 
else sh [11]. Clark explained this 

The function in question 
can completely and correctly be implemented only with the 
knowledge and help of the application standing at the end 
points of the communication system. Therefore, providing that 
questioned function as a feature of the communication system 
itself is not possible. (Sometimes an incomplete version of the 
function provided by the communication system may be useful 
as a performance enhancement.) 13].

C. Multi-Path Routing 
An SDN controller has a number of options to provide an 

application with a connection of an appropriate QoS: controller 
can route the flow through the underused links, reallocate the 
resources along the existing routes and/or impose stronger 
restrictions to the other flows. However, it requires too 
complicated algorithm to manage all the listed possibilities 
simultaneously. MPRSDN proposes to decompose this global 
resource management problem into a set of smaller problems 
with help of Multi Path Routing. 

MPRSDN associate each connection with a simple module 
to detect violations of its QoS requirements and request the 
controller to supply additional resources on their occurrences. 
The controller module handles the requests by constructing of 
additional data transmission paths through the network. The set 
of paths granted to a connection is used to balance its packets 
and gain a larger amount of the resources. If controller provides 
connection with a path, it has not used before, there is a good 
chance, this path improves accumulated QoS of the connection. 

There are multiple well-known approaches to implement 
the described splitting and balancing of a packet flow among a 
set of alternative paths. Routers often use Equal Cost Multi 
Path (ECMP) [14] to route the traffic addressed to the same 
destination along the different paths with equal cost. ECMP is 
simple to implement by distributing of the incoming packets 
with round-robin. However, such a naive approach to balancing 
results into packet reordering, the most of TCP congestion-
avoidance algorithms treat as a packet loss. As a result, the size 
of congestion window decreases, and the original non-split 
connection may even outperform the balanced one. Thereby, 
practical balancer implementations send all the packets of a
single connection along the same route. So, they are often 

of fragmentation at the data channels. 

In contrast to ECMP, Multi Path (MP) TCP [15] follows 
the End to End principle and proposes to split a single TCP 
session into smaller virtual sessions at the end hosts. MP TCP 
operates transparently for an application. Upon the setting up 
of the connection, it creates a static set of internal sockets. Each 
of these sockets is used to establish an individual connection 
trough the network. MP TCP balances the packets among this 
set of connections and uses an original congestion-avoidance 

algorithm to cope inter-connection packet reordering without a 
significant performance drop. 

Although MP TCP implements an automatic adjustment for 
the packet ordering, it does not provide any means to ensure 
the allocated internal connection use different paths. Existing 
implementations of MP TCP send the information about the 
original connection the packet within an optional L4 field the 
most of network devices unable to distinguish. Thereby, flows 
of the same application are most likely to take the same path. 
This fact cancels all the advantages of a multipath routing, until 
the sender or/and receiver has multiple interfaces connected to 
different networks. 

Fortunately, flexibility of SDN networks can surmount the 
disadvantages of MP TCP. Controller may easily detect a new 
connection is setting up by intercepting its first packet; get any 
of its attributes including the data stored inside of the payload; 
find out the original application connection it belongs to, and 
minimize intersection of its route with the other flows of the 
same connection. 

III. QUALITY OF SERVICE IN MULTI PATH SDN 
The paper refers a middleware designed to split a single 

Application Flow (AF) into a set of Sub Flows (SF) and 
multiplex these SFs into a single AF as a Multi Flow Agent 
(MPA). For a given AF, we will call the AF degree a number 
of SFs, carrying its data. 

Each SF establishes a connection between a pair of unique 
L4 addresses: one at the source and one at the destination host.
Network switches are supposed to distinguish different SFs by 
their headers and treat each of them as an ordinary and 
independent flow. In particular, each SF may attribute its 
packets with a higher TOS/DSCP mark and get a better service 
as compared to the other SFs of the same AF. 

Although MP TCP agent may be considered as an example 
of MPA, we imply the latter to be a more general term. 
Different MPA implementation may go over TCP and provide 
the similar multi path transmission to other protocols, modify 
the number and intensity of SFs dynamically without the need 
to reestablish the parent AF, rate-limit or shape individual SFs 
with some arbitrary algorithms, and interact with an SDN 
controller explicitly or implicitly. 

To design an efficient implementation of the MPRSDN 
one should answer on the following questions: 

 How to retrieve the QoS requirements for an 
application? 

 How to monitor and properly estimate the quality of 
the granted connections? 

 How to keep connection properties compliant with the 
QoS requirements of applications by MPA? 

 How should MPA and SDN controller interact? 

A. Deriving QoS requirements 
MPRSDN does not use the greedy approach. It requests 

extra resources dynamically and only when it founds that there 
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is a risk to violate the QoS requirements. Thus, it allows 
application to release the sparse part of the previously acquired 
resources and request the missing resources without 
reestablishing of the connection. For example, a network 
video-streaming application may loosen its requirements to the 
connection, while playing static scenes, and increase them at 
the moments of active motions. 

Thereby, there is an issue, how to retrieve the initial QoS 
requirements of the application and how to modify them during 
the MPA operation? There are two options to resolve this 
problem: (1) make application to specify its QoS requirements 
through a socket-level API, or (2) derive these requirements 
from some application profile. 

Using of the socket-level API results into a considerable 
complication of network programming for the application 
developer. Although this kind of effort may result into a 
reasonable benefit for applications with severe dependency on 
the connection QoS, in many cases this functionality will be 
considered as unnecessary and obscuring. 

Transparent deriving of the application requirements does 
not imply any extra effort by the developers, and has more 
perspectives to be generally accepted. However, the only 
connection characteristic that can be estimated transparently is 
its intensity. This kind of data may be sufficient to derive the 
required bandwidth, but it does not allow estimate the other 
QoS characteristics such as a transmission delay. 

B. Monitoring of a connection QoS 
SDN controller has comprehensive possibilities to monitor 

QoS of an e2e connection. There are some researches devoted 
to constructing and maintenance of a traffic matrix formed by 
an enumeration of bandwidths consumed by each of the end-
host applications [16] and measurement of one-way delay for 
an arbitrary flow while it moves through the network 
infrastructure [17]. However, a comprehensive fine-grained 
measurement imposes a frequent polling of the devices and 
results into excessive loading of both network devices and the 
controller. There are some attempts to reduce intensity of the 
controller requests to the devices by using the dead reckoning 
estimation [18]. The idea is to use a simple network model to 
approximate parameters of interest between the measurements 
and reduce their total number. However, the simulation of a 
network with an appropriate accuracy often results into even 
higher requirements to computation power of the controller. 

As a result, controller has to delegate part of its monitoring 
functions to MPAs. However, monitoring at hosts becomes 
rather challenging, especially in case of a UDP-like half-duplex 
connections. UDP sender does not know the amount of packets 
dropped and both the connected hosts are unaware of an actual 
network delay value. In practice, this problem is usually 
moderated by wrapping the raw application data into RTP 
protocol [19]. It establishes an additional RTCP connection to 
send periodic statistics backwards from destination to source, 
and reduces the case of half-duplex connections to the simpler 
full-duplex one. TCP-like connection allows the hosts to detect 
bandwidth shortage by the amount of the lost packets and infer 
a one way delay of the connection from the RTT provided by 
the underlying congestion avoidance algorithm. 

C. QoS management with MPRSDN 
MPRSDN provides two ways to meet QoS requirements: 

adjustment of the number of SFs in the AF and individual 
regulation of their service classes. Upon QoS violation MPA 
scales AF partitioning and/or steps up the service for some of 
its SFs. Upon detecting excessive overprovisioning MPA 
rollbacks the parameters to avoid unnecessary overhead and 
simplify the AF maintenance. 

The listed QoS management means are independent of each 
other, and may be applied in any order. However, one sequence 
may be superior in the first set of cases, while the other is more 
efficient in another set. Thus, it makes sense to develop a set of 
strategies to regulate the properties of some SFs and adjust 
their number for different types of requirement violations in a 
most efficient way. A set of appropriate MPA heuristics may 
include the following examples: 

 When accumulated bandwidth of the SFs subsides, 
some network channel is likely to become congested. In 
this case rise in classes of service for the SFs with the 
lower throughput is usually less efficient than increase 
in the number of the SFs. 

 If the estimated AF delay exceeds the allowed upper 
limit, MPA should accelerate the slowest of its SFs. 
One way to accomplish this task is to give up using this 
SF and reallocate its data among the others. 

 If the violation is due to a change in the requirements of 
an application, there are no reasons to increase the 
degree of AF partitioning. Thereby, MPA should cover 
the lack of resources by rising of QoS requirements for 
some of the existing SFs in the first place, and consider 
increasing of SF number to be an auxiliary leverage. 

D. Communication between an MPA and and SDN controller 
SDN provides two different ways to install forwarding rules 

into the network devices: the proactive and the reactive one. 
The former one implies an SDN controller foresees the need in 
some paths through the network and sets up appropriate rules 
in advance. Any packets that match these rules are transmitted 
by the devices autonomously without further involvement of 
the controller. Thus, it is unable to track the establishment of 
new connections directly. The reactive approach implies the 
border network devices request packet processing instructions 
from the SDN controller upon receiving a packet without a 
match among the existing rules. 

In order to support multipath routing an SDN controller 
should identify individual SFs of a single AF and provide them 
with different paths. This requires the controller to react MPA 
in dynamic. Thus, the controller either has to provide MPAs 
with ability to connect it directly through a dedicated channel,
or operate in the reactive mode. Since the former one implies 
mixing of Data and Control planes and requires a fundamental 
change of the interaction between the host and the network, we 
give preference to a more practical second option. 

While requesting controller for instructions to process a 
packet of an unknown flow, switching device either provide 

44


