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Abstract. The use of knowledge graphs in the construction of intelligent information and analytical systems
provides to effectively structure and analyze knowledge, process large volumes of data, improve the quality of
systems, and apply them in various domains such as medicine, manufacturing, trade, and finance. However,
domain-specific knowledge graph engineering continues to be a difficult task, requiring the creation of
specialized methods and software. One of the main trends in this area is the use of various information sources,
in particular tables, which can significantly improve the efficiency of this process. This paper proposes an
approach and a tool for automated extraction of specific entities (facts) from tabular data and populating them
with a target knowledge graph based on the semantic interpretation (annotation) of tables. The proposed
approach is implemented in the form of a special processor included in the Talisman framework. We also
present an experimental evaluation of our approach and a demo of domain knowledge graph development for
the Talisman framework.
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Hncmumym ounamuru cucmem u meopuu ynpagnenus umenu B.M. Mampocoea PAH,
Poccus, 664033, e. Upxymck, yn. Jlepmonmosa, 0. 134.

Annoranus. lcnoms3oBanue rpadoB 3HAHWI HPH IIOCTPOCHHM HHTEIUIEKTYalbHBIX HH(POPMAIOHHO-
AHAJIUTUYECKUX CHUCTEM I03BOJISACT 3(GPEKTUBHO CTPYKTYpPUPOBATh U aHAIW3UPOBATH 3HAHMSA, 00pabaTHIBATH
GonbIIne 00BbeMBI JAHHBIX, MOBHIIIATH KAYECTBO CHCTEM M IPUMEHSThH NX B PA3IHYHBIX 00JACTAX, TAKHX KaK
MeJMIUHA, IPOU3BOJCTBO, TOProBis U ¢uHaHCH. OnHako co3manue rpadoB 3HAHUH JUII KOHKPETHOM
IOpeIMEeTHOH  0o0lacTH  TO-TIPeXXHEMY  OCTaeTCsl  CIOXKHOW  3ajgauedl, TpeOyromell  co3gaHHs
CIeNUANN3UPOBAHHBIX METOIOB U MPOTrpaMMHOTo obecriedeHns. OfHONW M3 OCHOBHBIX TEHIEHIMH B ITOM
OGHaCTl/l SABJISIETCA UCIIOJIB30BAHUE PA3JIMYHBIX HCTOYHUKOB MH(bOpMaL[Ml/l, B 4YaCTHOCTH Ta6J’ll/lL[, YTO MO3BOJISACT
CYIIECTBEHHO MOBBICHTh 3(P(MEKTHBHOCTH JTOr0 Ipolecca. B naHHOW cTaThbe HPENIOKEH HOIXOX U
MPOrPaMMHOE CPEICTBO I aBTOMATHIECKOTO M3BJICUCHHS] KOHKPETHBIX CYIIHOCTEH ((paKTOB) M3 TaOIHIHBIX
JAaHHBIX W TIONOJHEHHA MMM IieJdeBoro rpada 3HaHMM Ha OCHOBE CEMAaHTHUYECKOW HHTEpIpeTalHuu
(anHOTHpOBaHMs) TabauL. [IpeokKeHHbIH 0X0/] peaau30BaH B BUJE CIEHUAIM3HPOBAHHOIO 00paboTynka,
BXoJsuero B cocra mardgopmsl Talisman. B cratbe Tawke HpeicTaBIeHa SKCIEPUMEHTAIbHAs OLEHKA
IpeIaraeMoro Noaxoa i AeMOHCTPAIXs pa3paboTKH IpeAMETHOro rpada 3HaHui i miatdopmsl Talisman.

KuioueBble cj10Ba: MEXEHEpHUsl 3HAHUMH; rpad 3HaHUMi; nomonHeHue rpada 3HaHUH; TaOIMYHBIC NAHHEIE,
CeMaHTHYeCKasi HHTepIIpeTanus TabJIHI; H3BJIeUeHHE (haKTOB.

Jst uuruposanus: Jopoansix H.O., FOpun A.1O. ABromMaTn3upoBaHHOE U3BiIeUeHUE (PAKTOB U3 TAOIUUHBIX
JTAaHHBIX Ha OCHOBE CEMaHTH4eCKOro aHHoTHpoBaHus Tabmuu. Tpynst UCIT PAH, tom 36, Bein. 3, 2024 1., cTp.
93-104 (na anrymiickoM s3bike). DOI: 10.15514/ISPRAS-2024-36(3)-7.

BaaroaapHocTH. PaGoTa BBIIONIHEHA B paMKax rocy1apCTBEHHOTO 3a[aHnst MHHHCTEPCTBA HAyKH U BBICIIETO
obpasoBanus Poccuiickoit @enepaunu (trema Ne 1023110300006-9). Asrop [Jopoansix H.O. sBusercs
crunenmarom Cosera no rpantam [Ipesunenta Poccun (mpoexr CI1-978.2022.5).

1. Introduction

Currently, the development of intelligent information and analytical systems aimed at solving
complex practical problems remains a relevant area of scientific research. Such systems are actively
used in the fields of corporate information retrieval (e.g., Microsoft SharePoint, Oracle Secure
Enterprise Search, Elasticsearch), knowledge bases and text analysis (e.g., Palantir Gotham,
IQPlatform, Semantic Archive (ANBR), Aiteko “X-files 2.0”"), media and social network monitoring
(e.g., LexisNexis, Medialogy, Kribrum, BrandAnalytics, Scan Interfax), competitive intelligence
(e.g., Maltego, Hensoldt Analytics, Vitok-OSINT), forecasting, and data analytics (e.g., SAS
Analytics, IBM Watson Studio, PolyAnalyst Megaputer). Knowledge graphs can be used to build
such systems. They are designed to accumulate and transfer knowledge about the real world, the
nodes of which represent objects of interest, and the edges represent relationships between these
objects [1]. Knowledge graphs represent complex knowledge in a structured form, which facilitates
the analysis and use. They can be scaled to any size, allowing them to process large volumes of data.
In general, the use of knowledge graphs in the construction of intelligent systems makes it possible
to effectively structure knowledge and identify hidden associations and dependencies between
various concepts, which can be useful for decision-making or forecasting [2]. However, knowledge
graph engineering is a rather time-consuming task and may require processing huge amounts of data
obtained from various sources (e.g., databases, documents, web resources) [3]. Thus, our research
aimed at automating knowledge graph construction and population them with new facts when
solving practical and weakly formalized problems in various domains is relevant [4].
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Over the past decade, the scientific community has proposed a wide range of different methods and
software aimed at knowledge graph engineering. The main trend is the use of various information
sources. In particular, such a source is tables that present information in the form of a set of rows
and columns. In general, each row of a table represents a record, and each column represents an
attribute or field. Tables allow one to store and process data efficiently because they provide a
structured way to store information. They are widely used in various fields (e.g., finance, statistics,
and programming) and are the basis for many applications and systems that work with data.
According to some research [5], millions of useful facts can be extracted from tables contained both
on the web and as part of different e-documents. All these factors make tables a valuable source of
knowledge when constructing knowledge graphs for intelligent systems. However, tables are very
heterogeneous in their structure and are not accompanied by explicit semantics necessary for
automatic interpretation of their content as intended by their author. This fact prevents the active
and practical use of tabular data.

In this paper, we propose an approach for automated extraction of facts from tables and filling in a
target knowledge graph with them. The main feature of the proposed approach is the ability to
automatically restore the semantics of tabular data based on a set of intuitive heuristics. This
approach is implemented in the form of a special processor included in the Talisman (Tracking and
Learning Insights from Social Media Analysis) framework [6]. The development of the processor
and its subsequent testing were carried out as part of a research project with the Ivannikov Institute
for System Programming of the Russian Academy of Sciences (ISP RAS).

The paper is organized as follows: Section 2 presents the current state of research in the field of
semantic interpretation of tables. Section 3 describes the problem statement, the proposed approach,
and the features of its software implementation. Section 4 provides a demo example with the
experimental evaluation, while the Conclusions provide discussion of the results and concluding
remarks.

2. Related works

Automation of knowledge graph engineering is an actual topic in the field of artificial intelligence
and big data processing. One of the main trends in this direction is the use of automatic knowledge
extraction from various information sources, in particular, presented in the form of tables. At the
same time, automatic creation of domain knowledge graphs and their population with new facts is
not possible without automatic understanding of the structure and content of tabular data. The
restoration of this semantics is carried out by methods in such a scientific direction as Semantic
Table Interpretation (STI) [6, 7]. The first works in this area [8, 9] appeared in 2010 and were aimed
at comparing individual table elements with concepts from a knowledge graph, ontology, or other
external dictionary (e.g., DBpedia, Wikidata, Yago, Freebase, WordNet). Traditionally, the semantic
interpretation (annotation) of tables includes four main tasks [7]:

o Cell Entity Annotation (CEA) is the mapping cell values to entities (class instances) of a
target knowledge graph;
e Column Type Annotation (CTA) is the mapping individual table columns to the semantic
types (classes) of a target knowledge graph;
e Column Property Annotation (CPA) is the mapping relationships between columns with
properties of a target knowledge graph;
o Table Annotation (TA) is the comparison of the entire table with some class of a target
knowledge graph (table topic detection).
The following two main stages can be defined in STI research:
Stage 1 (initial: 2010-2019). At this stage, a formulation of the problem of semantic interpretation
of tables was carried out, and the main goals and objectives were identified. The stage is also
characterized by the gradual publication of works aimed mainly at analyzing the natural language
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content and context of tables using methods of ontology matching, entity lookup (both in global
cross-domain knowledge graphs and in domain-specific ontologies), Wikification and knowledge
graph embeddings [10-14]. Iterative approaches based on the use of probabilistic graphical models
[15, 16] and machine learning methods [15, 17, 18] can also be highlighted.

Stage 2 (modern: 2019—present). This stage is characterized by the rapid growth of high-quality
works, extensively studied projects, and decent results for separate STI tasks. The first commercial
solutions that expand the functionality of data preparation and analysis systems, such as Microsoft
Power BI, Trifacta and Google Looker Studio, in terms of the semantic type detection of table
columns, are appearing. At this stage, approaches based on deep machine learning (e.g., JHSTabEL
[19], Sato [20]) and especially using pre-trained language models (e.g., TURL [21], TaBERT [22],
TABBIE [23], TUTA [24], Doduo [25]) have gained great popularity. Since 2019, the SemTab
competition (Semantic Web Challenge on Tabular Data to Knowledge Graph Matching) [27] aimed
at comparing tabular data with knowledge graphs takes place every year as part of the International
Semantic Web Conference (ISWC). The main metrics and criteria for evaluating table annotation
systems were formulated as part of the competition. In addition, many datasets (e.g., WebTables,
WikiTables, GitTables, SOTAB) to test the performance of such systems have been released.
Inrecent years, significant progress has been made in research on automatic understanding of tabular
information. However, there is a gap between the effectiveness of existing solutions in tests and their
applicability in practice. First of all, this is due to the lack of high-quality labeled training data,
coupled with the difficulty of customizing existing models and approaches for specific domains. It
should also be noted that there is no stage associated with extracting new facts from semantically
annotated tabular data and filling in a target knowledge graph with them in most approaches and
tools. This determines the relevance of the development of new methods and software aimed at a
comprehensive solution to problems of semantic interpretation of tables and fact extraction within
specific domains.

3. The proposed approach

3.1 The problem statement
Vertical tables are considered input data for the proposed approach. A vertical table is an array of
data arranged in the form of vertical columns. A column may contain a header. In such tables, each
column can be divided into two types:
® «a named entity (categorical) column contains entity mentions of some domain (e.g.,
persons, organizations, events);
e q literal column contains some values of simple datatypes (e.g., date, time, cardinal
number).
Assumption 1. There are no merged cells in the tables being processed.
Assumption 2. The source tables are processed independently of each other.
A knowledge base of the Talisman framework is used as a target knowledge graph. Let’s formalize
the description of this knowledge base:
KB ={DM ,F},
where KB is a knowledge base of the Talisman framework; DM is a domain model that defines an
ontological scheme with an abstract description of concepts and their relationships; F is a set of
specific entities (facts) that are typified based on the domain model. At the same time:
DM ={CT,PT,PVT,BVT ,RT},
where CT is a concept type (e.g., person, organization, product); PT is a property type (e.g.,
residential address, work phone, birthdate); PVT is a property value type (e.g., address, date,
distance); BV'T is a basic value type (e.g., geolocation (coordinates), date, date interval, string, string
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indicating language, number); RT is a relation type defined between two concept types (e.g., “works

.99 G .99 <

in”, “studies in”, “is a”).
F={C,P,4V . R,.M},

where C is a concept (e.g., a specific person, a specific organization, or product); P is a concept
property that is of interest to end users. In this case, a property can be identifying (e.g., “name” that
uniquely characterizes a specific object); AV is a specific atomic value of a property (e.g., a person’s
age or mobile phone number); R is a relation between two concepts; and M is a mention, which is a
text fragment that directly points to an object/event/concept of the real or virtual world,
corresponding to some concept, property, or relation.

An example of using the Talisman knowledge graph is shown in Fig. 1.

The proposed approach implements semantic annotation of columns and relationships between
them, which consists of matching certain property types to columns, finding the most suitable
concept type based on them, as well as identifying relation types between certain concept types.
Next, let’s take a closer look at the main stages of this approach.

Relation Type
"born in"
Concept Type : Concept Type
ul “Person” : “city”
X L.
Domain i | Froperty Value Type Property Type Property Type Property Type
e ™ w " ey - S o " -
String Name Birthdate Name
model | 4 & S A
I Base Value Type e Property Value Type o Base Value Type
“String” “Date” “Date”
1 concept fact 1 ——r relation fact | —— conceptfact2 -
Facts property fact 1 feeceeeeseecsd property fact 2 .- property fact3 -
-+1 atom value fact 1 Ercnnannnst atom value fact 2 atom value fact 3 ------
mention fact 1 mention fact 2 mention fact 3
Source
Text

Fig. 1. An example of using the Talisman knowledge graph

3.2 The main stages

The proposed approach builds on our previous work, and aims to process Talisman documents
presented in the Talisman Document Model (TDM) format, version 1.0. This model may contain a
set of vertical tables, each of which needs to be processed. A Talisman document is an entity of the
Talisman framework, containing data collected by the system in a unified form. The source of
documents is files of various formats (e.g., PDF, DOCX, CSV, HTML) downloaded from file
storages or web pages, including files posted on pages from the Web. In this case, a universal system
for extracting content and logical structure from textual documents, namely, Dedoc [28] is used. A
document is structured textual content and/or image along with extracted facts.

The main stages of the proposed approach are presented in Fig. 2.

Stage 1: Table Preprocessing. At this stage, Named Entity Recognition (NER) is performed for
each cell in a source table. For this purpose, the pre-trained XLM-RoBERTa model [29] is used,
which recognizes occurrences of some named entities (persons, companies, locations, etc.) in the
text. This model was fine-tuned on the following datasets: CoNLL 2003 (English), OntoNotes
(English), OntoNotes (Chineese), and DocRED (English). The corresponding NER labels of named
entities are assigned to each cell in a source table, thus characterizing the data that it contains.
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Fig. 2. The main stages of the proposed approach

Depending on the assigned NER label, the relevant mention facts and atom value facts are
automatically extracted from cells, which correspond to a specific property value type defined in a
domain model. In addition, at this stage, preliminary property facts and concept facts can also be
extracted from cells. This stage is performed using the semantic analyzer (IE), which is part of the
Talisman framework.

Stage 2: Candidate Type Search. A set of candidate property types for each column obtained from
a domain model is generated based on defined mention facts and atom value facts. It should be noted
that columns for which facts were not extracted in the previous stage will be excluded from
subsequent table processing.

Stage 3: Column Type Annotation. At this stage, the most suitable property type is selected from
a set of candidates to assign to its column. For this purpose, a special aggregated method is used
consisting of a combination of the following heuristics:

1) Majority Voting. This heuristic is a fairly simple baseline solution, which consists of the
fact that the most suitable property type from a set of candidates is assigned to a column
based on direct inference from those property facts (these facts have already been extracted
from column cells using the semantic analyzer). Thus, there is a set of property types for
each specific property fact to which it corresponds. Next, the number (frequency of
occurrence) of each candidate type is calculated. The value of this frequency is a natural
number, including zero. Therefore, the normalization method defined in [30] our previous
work is used to represent this value in a score range from 0 to 1 (each type from a set of
candidates will be determined by such a score);

2) Heading Similarity. A lexical matching of a column header with names (labels) of property
types from a set of candidates is carried out based on the Levenshtein distance. Depending
on this distance, a score is given to each candidate type. Moreover, if concept facts were
previously identified in a column (at the table preprocessing stage), then a column header
is compared not with names (labels) of property types from a set of candidates but with
names (labels) of concept types that are associated with these candidate property types. The
normalization method is also used to represent the obtained score in the range from 0 to 1;

3) Property Grouping. This heuristic is based on the assumption that a source table may have
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one or more categorical columns in which the semantic analyzer has already extracted some
concept facts with identifying property facts (e.g., “name” property for some organization
concept). Next to such categorical columns, there are usually columns with their properties.
In this case, columns with properties can be located anywhere in a source table and don’t
depend on the location of categorical columns. The number of possible properties for each
categorical column that are located in other non-categorical (literal) columns and relate to
this concept is calculated. Next, it is determined which categorical column corresponds to
the maximum number of properties. For such a column and columns with properties, a
score equal to one is set.
An aggregated score is determined based on all three heuristics and defines the overall probability
that a certain property type from a set of candidates is the most suitable (relevant) for annotating a
table column.
Stage 4: Fact Extraction. New concept facts, mention facts, atom value facts, and concept property
facts are extracted from a source table using the established column annotations. In this case, the
extracted mention facts include the value of the entire cell as a whole. The facts are extracted row
by row, from left to right. Property facts are created only for the leftmost categorical column in a
source table; if a table defines the same property type as an annotation for several categorical
columns (e.g., if a table contains two columns holding persons and all other columns are defined as
some properties for persons, then only for concept facts from the first column the corresponding
properties will be created). In this case, identifying properties (e.g., names) will always be extracted.
All possible relation facts between the extracted concept facts are also extracted row by row from a
source table. All the facts extracted in this way enrich the target Talisman knowledge graph.

3.3 Implementation

The proposed approach is implemented in the form of a special processor called “tables-annotator”.
This processor is written in Python 3.10 and is part of the Talisman Information Extraction
(Talisman-IE) subsystem. The processor is the REST server that transforms the input Talisman
document. The processor also receives as input a configuration for document processing, which is a
JSON object that specifies rules and/or restrictions for transforming input documents.

The configuration for the “tables-annotator” processor:

"table indices": "<table sequence numberss>",
"column indices": {
"<table sequence numbers>": "<column sequence numbers>",
1
"header numbers": [ <row number 1>, ..., <row number n> ]

Configuration parameters:

e “table_indices” is an optional parameter that specifies indexes for tables found in a
source document that must be excluded from processing. For this purpose, both
individual table indexes and range indexes can be indicated separated by commas, for
example: “1, 2, 3, 5-8, 10”. The special value “end” can be used in this range. In this
case, tables will be counted automatically until the end of a document, for example: “/,
3, 5-end”;

e “column_indices” is an optional parameter that specifies indexes for columns that need
to be excluded from processing in the specified tables. For this purpose, a dictionary is
specified, where a key is table indexes or range indexes, and a value is column indexes
or range indexes related to the specified tables. These table and column indexes are text
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values and are compiled according to the same principle as the “table_indices”
parameter;

e  “header numbers” is an optional parameter that specifies a list of row indexes that is a
table header. By default, the first row of a table is considered a header. Row indexes
must be numeric values.

Thus, if it is necessary to process all tables from the Talisman document and extract facts from them,
then the default configuration is not specified.

4. The usage example

The developed “tables-annotator” processor was used as part of a research project conducted for
ISP RAS. The problem of an automated population of domain knowledge graphs in the Talisman
framework with new facts extracted from tabular data was solved. The Talisman framework is a set
of tools for the automation of typical tasks such as data processing (e.g., collection, integration,
analysis, storage, and visualization). This framework provides rapid development of specialized
multi-user analytical systems that combine information from internal databases and open web-
sources.

Our processor was tested by analyzing test tables collected by categories: “organization employees”,
“open vacancies”, “car market”, ‘“famous scientists”, “book sales”. The following web resources
were used to generate a test set of tabular data:

e web sites of scientific and educational institutions (e.g., the Matrosov Institute of
System Dynamics and Control Theory named SB RAS, Irkutsk National Research
Technical University);

e job bank of the Irkutsk region and web service of hh (Irkutsk);

e avito web service;

e russian-language part of Wikipedia;

e labyrinth web store.
Tabular data was collected manually from web tables and stored in the form of DOCX documents.
The average number of columns in the collected tables is 5, and the average number of rows is 12.
A fragment of the domain model for a target knowledge graph of the Talisman framework was used
in the process of semantic annotation of tables and at the stage of population with new facts extracted

from tables. This fragment is presented in Fig. 3. A target knowledge graph is presented as a
semantically labeled property graph, which is accessed using the GraphQL interface.

i -name
q\ /v

string d?te string
-~

posting date| [mame] _ dat address
- string ate . 4 B oney .
L date publisher

string location

string Organization
Vacancy opened author
: . f __ylname]
location  maney released S By string

vht::ll‘leg.r qate birthdate
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Fig. 3. A fragment of a domain model
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The domain model describes the main concepts such as “Person” (NER labels: PERSON, PER),
“Organization” (NER labels: ORGANIZATION, ORG), “Vacancy” (there is no corresponding NER
labels), “Car” (NER labels: PRODUCT) and “Book” (NER labels: WORK _OF ART).

Fig. 4 shows an illustrative example of a processed source table from the “car market” category on
the Talisman framework with a description of advertisements for the sale of used cars in the city of
Irkutsk, as well as specific column annotations and extracted facts.

Well-known measures such as precision, recall, and F1 score were used to perform an experimental
evaluation for the stage of the automated semantic annotation of columns by using the “fables-
annotator” processor:

Fl= 2 X percision X recall
CN percision + recall

. P
precision = el recall =

where P is a number of correctly annotated columns (perfect annotations); C is a number of
annotated columns; and CN is the total number of columns in a source table.

@
Fig. 4. A fragment of the processed source table from the “car market” category on the Talisman framework

The resulting accuracy score for test tables from various categories is presented in Table 1.

Table 1. The experimental evaluation for test tables

Table category Precision Recall F1
Organization employees 1,00 0,80 0,89
Open vacancies 0,20 0,16 0,18
Car market 1,00 0,83 0,91
Famous scientists 0,75 0,75 0,75
Book sales 0,80 0,67 0,73

Our processor showed acceptable evaluation results. However, the current version of the processor
is based entirely on named entity recognition results received at stage 1 of our approach. This fact
does not allow us to involve columns for which NER labels have not been defined in the table
processing (e.g., for a column with the name of an open vacancy for tables from the “vacancies”
category). This is the main problem that influenced the current evaluation results (e.g., quite low
scores for tables from the “open vacancies” category).

Other limitations of our approach are the following:
e only vertical tables are processed;

e values (mentions) are extracted entirely from cells (e.g., “First Name,” “Last Name,”
and “Patronymic Name” are not extracted separately from cell with “Full Name”);

e asingle value is not formed from the values of several cells;
e complex composite values for concept properties are not considered,

e relation properties are not extracted.
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A comprehensive comparison of individual elements of our approach (e.g., majority voting and
heading similarity methods) with some similar solutions is presented in [31]. In general, the results
obtained show the promise of using the developed approach and processor to support the process of
domain knowledge graph population based on semantically annotated tabular data.

5. Conclusions

In this paper, we present an approach to the STI process and extract specific entities (facts) from
semantically annotated tabular data. The proposed approach includes a combination of heuristic
solutions to automatically annotate table columns and relationships between columns. The approach
uses Talisman documents as input data and a knowledge base of the Talisman framework as a target
knowledge graph. The approach is implemented in the form of a special “tables-annotator”
processor, which is part of the Talisman-IE subsystem.

The evaluation results for the developed software are considered in a research project conducted
with ISP RAS. The results obtained have shown the applicability of our approach to practical tasks.
In the future, we plan to improve the evaluation results by combining the proposed heuristic
solutions with methods based on deep machine learning. In particular, we plan to use pre-trained
language models to predict the relevant semantic type for table columns.
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